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Abstract. Optical low-coherence interferometry is one of the most rapidly advancing measurement techniques. This technique is capable
of performing non-contact and non-destructive measurement and can be used not only to measure several quantities, such as temperature,
pressure, refractive index, but also for investigation of inner structure of a broad range of technical materials. We present theoretical
description of low-coherence interferometry and discuss its unique properties. We describe an OCT system developed in our Department for
investigation of the structure of technical materials. In order to provide a better insight into the structure of investigated objects, our system
was enhanced to include polarization state analysis capability. Measurement results of highly scattering materials e.g. PLZT ceramics and
polymer composites are presented. Moreover, we present measurement setups for temperature, displacement and refractive index measurement
using low coherence interferometry. Finally, some advanced detection setups, providing unique benefits, such as noise reduction or extended
measurement range, are discussed.
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1. Introduction

Low-coherence interferometry (LCI), also known as white-
light interferometry (WLI), is an attractive measurement
method offering high measurement resolution, high sensi-
tivity and measurement speed. Unlike classic interferometry,
where ambiguity of measurement result often exists, LCI can
provide unambiguous (i.e. absolute) measurement result rel-
atively easily. When implemented using optical fiber, low-
coherence interferometers can perform remote measurements
whose results are independent from external disturbances. The
principal objective of interferometry is the measurement of
the optical path difference (OPD) of interfering beams and
determination of the values of the physical quantities which
give rise to measured OPD. First reports of optical fiber im-
plementations of low-coherence interferometers appeared in
1986 [1]. Since then several sensors of physical quantities,
such as temperature, pressure or refractive index, have been
developed.

Low-coherence interferometry has found a widespread use
in optical low-coherence reflectometry (OLCR), employed to
measure optical return loss of optical fiber systems, to locate
reflective features in these systems as well as to determine
the reflectance of these features. Attained spatial resolution is
on the order of micrometers [2]. Applied to two-dimensional
measurements, OLCR forms the basis of optical coherence
tomography (OCT) – a method allowing non-destructive in-
vestigation of internal structure of a broad range of biological
and technical objects [3]. Currently, a rapid progress is taking
place in LCI, OLCR, and OCT.

2. Analysis of two-beam interference

2.1. Two-beam interference – time domain description.

Let us consider interference of two beams emitted from
a quasi-monochromatic light source located at a point P, i.e.
a source for which:

∆ν << ν0, (1)

where: ∆ν – spectral width of the source, ν0 – mean frequen-
cy.

We introduce an analytic signal V associated with electric
field vector E of a beam

E(Q, t) =
4

√

4µ

ε
Re[V (Q, t)], (2)

where: E = |E|, Q – point at which the value of E is deter-
mined, t – time, ε – electric permittivity of a medium, µ –
magnetic permittivity of a medium. Intensity of light I(Q, t)
at point Q can be expressed as:

I(Q, t) =< V (Q, t) · V ∗(Q, t) >, (3)

where: < . . . > denotes time averaging over a period much
longer than the period of any component of the signal, symbol
∗ means complex conjugate value.

Analytic signal of beams whose electric field vectors are
E1 and E2, interfering at Q, can be written as:

V (Q, t) = K1V1(P, t− L1/c) +K2V2(P, t− L2/c), (4)

where: L1, L2 – optical paths of the first and second beam,
respectively, c – vacuum velocity of light, K1, K2 – complex
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constants describing the attenuation of respective beams, V1,
V2 – analytic signals of respective beams.

Using mutual coherence function Γ12(τ ), defined as:

Γ12(τ) =< V1(Q, t+ τ) · V ∗

2 (Q, t) >, (5)

where: τ = ∆L/c – delay between interfering beams, ∆L =
L2 − L1, intensity I(Q, t) is given by [4]:

I(Q, t) = I1(Q, t) + I2(Q, t) + 2Re[Γ12(τ)], (6)

where I1, I2 – intensities of the first and second beam, re-
spectively.

Similarly, autocorrelation functions Γii(τ ), can be defined
as:

Γii(τ) =< Vi(Q, t+ τ) · V ∗

i (Q, t) >, (7)

where i = 1, 2.
Introducing the complex degree of coherence γ12(τ ) de-

fined as:

γ12(τ) =
Γ12(τ)

√

Γ11(0)Γ22(0)
, (8)

equation (6) can be rewritten as:

I(Q, t) = I1(Q, t) + I2(Q, t)

+2
√

I1(Q, t) · I2(Q, t)Re[γ12(τ)].
(9)

For a quasi-monochromatic light whose central frequen-
cy is ν0 and condition (1) is fulfilled, the complex degree of
coherence γ12(τ ) becomes:

γ12(τ) = |γ12(τ)|exp[j · (α12(τ) − 2πν0τ)], (10)

where
α12(τ) = 2πν0τ + arg[γ12(τ)]. (11)

The complex degree of coherence γ12(τ ) is proportional to
the visibility of the interference fringes [4].

In recent years optical sources have been developed, for
which (1) is no longer valid. Having coherence length of the
order of several micrometers, these sources use non-linear
phenomena in bulk materials, waveguides or in optical fibers
– especially in photonic crystal fibers and holey fibers [5].
The spectra of such sources are so broad that the dependence
of K1, K2 in (4) from optical frequency has to be taken into
account in any description of interference with these sources.
Such description can be relatively easy formulated in the fre-
quency domain, as shown in the following sub-section. In the
time domain the formulation becomes overly complex. One
of few exceptions is a case where the transmission coefficient
increases linearly with optical frequency, e.g. when point P is
placed in a center of a pinhole and interference takes place in
a pointQ in the far field. Then the analytic signal becomes [6]:

V (Q, t) = K̃1
∂

∂t
V1

(

P, t−
L1

c

)

+K̃2
∂

∂t
V2

(

P, t−
L2

c

)

,

(12)

where: K̃1, K̃2 – complex constants describing the attenuation
of respective beams, K̃1, K̃2 are proportional to the optical
frequency of the signal.

Then intensity I(Q, t) becomes:

I(Q, t) = I1(Q, t) + I2(Q, t) − 2K̃1K̃2Re

[

∂2

∂τ2
Γ12(τ)

]

,

(13)

where:

Ii(Q, t) = K̃2
i

〈

∣

∣

∣

∣

∂

∂t
V (P, t), t−

(

Li

c

)
∣

∣

∣

∣

2
〉

, i = 1, 2,

(14)

and coherence function Γ12(τ ) is calculated in P , rather than
in Q as it was in (6).

It can be shown that (12) and (13) reduce to (4) and (6),
for a quasi-monochromatic source.

2.2. Two-beam interference – spectral domain description.

Equations (6) and (9) are fundamental equations describing
two-beam interference of quasi-monochromatic optical sig-
nals in the time domain. Spectral densities S11(Q, ν) and
S22(Q, ν) are Fourier transforms of autocorrelation functions
Γ11(τ) and Γ22(τ) of respective beams, viz. [7]:

Sii(Q, ν) = F−1{Γii(τ)}, i = 1, 2 (15)

where F−1{ . . . } denotes inverse Fourier transform. Similar-
ly, mutual spectral density (or cross-spectral density) is de-
fined as

Sij(Q, ν) = F−1{Γij(τ)}, i, j = 1, 2; i 6= j. (16)

Following, normalized mutual spectral density (or mutual de-
gree of spectral coherence) is defined as:

u12(ν) =
S12(Q, ν)

√

S1(Q, ν) · S2(Q, ν)
, (17)

where S1 and S2 – spectral densities of the first and second
beam, respectively.

Applying Fourier transform to (6) or (9) we obtain a for-
mula describing interference of two beams in the spectral
domain:

S(Q, ν) = S1(Q, ν) + S2(Q, ν)

+2
√

S1(Q, ν) · S2(Q, ν)|u12(ν)| cos[β12(ν) − δ],
(18)

where:
β12(ν) = arg[u12(ν)], (19)

and δ – phase difference of interfering components of fre-
quency ν of both beams.
Often, especially for a Michelson or Mach-Zehnder interfer-
ometer, we have

S1(Q, ν) ≈ S2(Q, ν) = S0(Q, ν) (20)

and (18) becomes:

S(Q, ν) = S0(Q, ν){1 + |u12(ν)| cos[β12(ν) − δ]} (21)

It should be noted that (6) and (9) are valid only for
quasi-monochromatic sources, while the spectral density (18)
is valid for both quasi-monochromatic and broadband sources.
Investigating interference of beams from broadband sources
one can in principle use (13), but comparing it with (18) or
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(21) it can be concluded that the spectral description is less
complicated. It is also worthwhile to note that mutual de-
gree of spectral coherence u12(ν), given by (17) and complex
degree of coherence γ12(τ ) given by (8) are related [8].

Let us consider interference of two beams at the output of
a Mach-Zehnder (or Michelson) interferometer, whose com-
plex amplitudes can be expressed as:

V1(ν) = A1(ν) exp[jL1β(ν)]

V2(ν) = A2(ν) exp[jL2β(ν)]

}

, (22)

where L1, L2 – optical path in respective arms of the interfer-
ometer, β(ν) – propagation constant, A1(ν), A2(ν) – spectral
densities of amplitude of the beams (Ai(ν)A∗

i (ν) = Si(ν),
i = 1, 2).

When spectral density of amplitude of the source is A0(ν)
and spectral transmission coefficients of both arms of the in-
terferometer are T1(ν), T2(ν), the amplitudes (22) become:

V1(ν) = A0(ν)T1(ν) exp[jL1β(ν)]

V2(ν) = A0(ν)T2(ν) exp[jL2β(ν)]

}

. (23)

Spectral density S(ν) is then given by [9]:

S(ν) = S0(ν)[1 + u12(ν) cos(2π∆L/λ)], (24)

where:

S0(ν) = A0(ν)
2[|T1(ν)|

2 + |T2(ν)|
2], (25)

∆L = L2 − L1, (26)

and

u12(ν) = 2
|T1(ν)T2(ν)|

|T1(ν)|2 + |T2(ν)|2
. (27)

Total intensity I of interfering beams can be found by inte-
grating (24) [9]:

I =

∞
∫

0

S(ν)dν (28)

which in the time domain can be written as:

I(τ) = I0[1 + |γ12(τ)| cos(2πν0τ − α12(τ))], (29)

where:

I0 =

∞
∫

0

A0(ν)
2[|T1(ν)|

2 + |T2(ν)|
2]dν, (30)

γ12(τ) =
2

I0
F{|A0(ν)|

2T1(ν)T
∗

2 (ν)}, (31)

α12(τ) = 2πν0τ + arg[γ12(τ)], (32)

and F{ . . . } denotes forward Fourier transform.
Since the time domain and spectral domain descriptions

are complementary, equation (29) can also be derived from
(6) and (9).

Presented formulas form a concise description of the two-
beam interference in the time and spectral domain. The time
domain description is valid for quasi-monochromatic beams,

while the spectral domain description covers a more gener-
al case of broadband beams. These descriptions provide the
insight into operation and unique features of sensors, reflec-
tometers, and OCT systems discussed in the following sec-
tions of this paper.

3. Optical low-coherence reflectometry

The main objective of optical reflectometry is measurement
of the total loss of the optical system, location of reflective
features, such as discontinuities and inhomogeneities, present
in optical systems and measurement of their reflectance. To
date a several reflectometric techniques have been developed.
Apart from OLCR, which is discussed in detail later in this pa-
per, techniques such as optical continuous wave reflectometry
(OCWR), direct detection optical time domain reflectometry
(DD-OTDR), incoherent optical frequency domain reflectom-
etry (I-OFDR), photon counting optical time domain reflec-
tometry (PC-OTDR) as well as coherent optical frequency
domain reflectometry (C-OFDR) have been devised [10].

Compared to other techniques, OLCR has broader dynam-
ic range of reflectance measurement, can attain high spatial
resolution and its implementations are relatively uncomplicat-
ed. An example OLCR setup implemented using fiber optics
is shown in Fig 1. Light from a broadband source is launched
into the fiber coupler, which divides it into the test and ref-
erence arm. Reflected from reflective feature Ri (reflector)
in the device under test (DUT) (Pdut) and from the moving
mirror in the reference arm (Pref ), the light returns to the
coupler, where it is coherently combined, and illuminates the
detector.

Fig. 1. Schematic diagram of OLCR

Interference component of the signal corresponding to i-
th reflector in the DUT will be observed by the detector only
when the absolute value of the optical path difference between
the light reflected from Ri and from the mirror is smaller than
the coherence length Lc of the source.

An important parameter of a reflectometer is its spatial
resolution ∆z. In reflectometry one-point and two-point res-
olution is used. One-point resolution is the resolution with
which a single reflective feature can be located. Two-point res-
olution is the shortest distance between two reflective features
(usually of equal reflectivity) which are still resolved by the
system. The two-point resolution is a convenient performance
benchmark and it depends on the spectrum of the reflected
signals incident upon the detector. For quasi-monochromatic
sources, this dependence can be expressed as [10]:

∆z ∼=
κ

2ng
· Lc, (33)
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where: ng – group refractive index of the DUT, Lc – co-
herence length of the source. Coefficient κ depends on the
spectrum of the light and equals 1.38 for a Lorentz spectrum,
1.32 for Gaussian spectrum and 1.20 for rectangular spectral
density.

The photocurrent at the detector is given by:

Id = ρ(Px +Pr +Pm +2
√

PrPm|γ12(τ)| cos[k0∆L−α12(τ)],
(34)

where: ρ – detector sensitivity, Px – optical power inci-
dent on the photodetector backscattered from the DUT where
|∆L|¿Lc, Pr – optical power incident on the photodetector
reflected from the reference arm of the interferometer, Pm

– optical power incident on the photodetector backscattered
from the place of the DUT where |∆L| ≤ Lc, k0 – mean
wavenumber of the optical source, ∆L – optical path differ-
ence between the reference arm and measurement arm.

In most implementations of OLCR systems the mirror in
the reference arm is translated with constant speed vm. In such
a case interference fringes appear on the detector at a Doppler
frequency fD given by:

fD =
2vm

λ0
, (35)

where λ0 – mean wavelength of reflected light. Since re-
flectors for which ∆L¿Lc do not contribute to the interfer-
ence signal, the useful interference signal can be obtained by
band-pass filtering the signal from the detector. Such filter-
ing removes also 1/f noise and drift, markedly improving the
signal-to-noise ratio (SNR) of the system. It can be shown
that maximum measurement sensitivity can be attained when
using a bandpass filter which has central frequency fD and
bandwidth ∆f given by [10]:

∆f ∼=
2vm

Lc
. (36)

An envelope detector connected to the output of the filter
produces a signal whose amplitude is proportional to R

1/2
i ,

where Ri is reflectivity of i-th reflector.
From (34) follows that amplitude of the interference com-

ponent can be increased by increasing Pr, allowing the use of
this technique even for Rayleigh back-scattering measurement.
The main limitation of the sensitivity level of low-coherent
measurements depends on the SNR, given by:

SNR =

〈

I2
s

〉

σ2
i

(37)

where:

Is = 2ρ
√

PrPm|γ12(τ)| cos[k0∆L− α12(τ)] (38)

is the signal photocurrent or the interference term of Id, and
σi is the input-referred variance of the photocurrent which can
be expressed as:

σ2
i = σ2

th + σ2
sh + σ2

ex (39)

where: σ2
th – thermal Johnson noise, σ2

sh – shot noise, and σ2
ex

– excess noise.

The receiver noise can be expressed as thermal noise in
a resistance-limited receiver with transimpedance Reff viz.:

σ2
th =

4kBTB

Reff
(40)

where: kB – Boltzmann’s constant, T – temperature, B –
bandwidth of the detector.
The photon shot noise is caused by the quantization of the
light. Thus, random arrival of photons results in noise that
can be expressed as:

σ2
sh = 2 |q| I2

dcB (41)

where: q – the charge of an electron, Idc – mean detector
photocurrent.
Excess intensity noise is a product of random arrival of pho-
tons from the broadband, incoherent light source and is given
by [11]:

σ2
ex = ρ2(1 + Π2)(Pr + Px)

2 B

∆ν
(42)

where: Π – degree of the polarization of the source, ∆ν –
effective spectral width of the source.

Two kinds of detection setup – balanced or unbalanced –
can be employed. When balanced detection is used, the ex-
cess intensity noise is suppressed. Such a system is shown in
Fig. 2. When the signals are subtracted in the balanced de-
tector the intensity terms are cancelled while the interference
terms remain. The cancellation of the intensity terms explains
why the excess intensity noise is suppressed. However, the re-
maining interference term gives rise to another noise source
– beat noise – described by [11]:

σ2
be = 2ρ2(1 + Π2)PrPx

B

∆ν
. (43)

Hence, in a balanced system the total photocurrent noise is
replaced by:

σ2
i = σ2

th + σ2
sh + σ2

be (44)

Therefore, by using a balanced detection, the excess noise is
reduced down to the beat noise level.

Fig. 2. System with balanced detection. LS – light source, BS1, BS2 – beam-
splitters, M1, M2 – mirrors, SI – sensing interferometer, z – measured dis-

placement

From (34) follows that any changes of the intensity I0
of the source appear as disturbances of the acquired inter-
ference component. Principal sources of these changes are
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backreflections into the light source, vibration and noise pick-
up. Using a balanced detection, measurement of interference
component Is (see (38)) with respect to I0 results in low
signal-to-noise ratio that cannot be easily improved [12]. If
a band-limited signal is to be acquired (e.g. in low-coherence
interferometers) a method based on subtraction of photodiode
current can be used, whose example implementation is shown
in Fig. 2 [13, 14].

Part of the optical power emitted by the source LS, sam-
pled by beam splitter BS1, is incident on detector D1, which
produces current iD1, forcing currents iC1 and iC2 of transis-
tors Q1 and Q2. Detector D2, illuminated by the light from the
sensing interferometer SI, produces current iD2. The current-
to-voltage converter based on operational amplifier A1 con-
verts the difference between iC2 and iD2 into voltage Uout:

Uout = RF (iC2 − iD2) . (45)

Feedback loop, consisting of the inverting integrator built
with operational amplifier A2, followed by the R1, R2 di-
vider, maintains the Q2’s base potential at the level at which
the DC components of iC2 and iD2 are equal. Equality of DC
components of these currents guarantees subtraction from iD2

of all components related to fluctuations of the power of the
source LS. Therefore, the current at the input of the current-
to-voltage converter is a high-pass filtered iD2 with removed
those noise components that result from the excess noise of
the light source.

This detection method not only offers substantial improve-
ment in signal-to-noise ratio, but it allows sources having sub-
stantial excess noise, such as supercontinuum sources, to be
used in low-coherence interferometry.

4. The application of low-coherence

interferometers as sensors of selected physical

quantities

Low-coherence interferometry can be used in sensors of
several physical and chemical quantities. Such sensors pre-
dominantly use two-beam interferometers i.e. Mach-Zehnder,
Michelson or low-finesse Fabry-Pérot. An example of dis-
placement sensor using a Michelson sensing interferometer
SI is presented in Fig. 3a. Light from a broadband source il-
luminates the sensing interferometer via the lead-in fiber. The
OPD ∆L between the reference and measurement arm of the
sensing interferometer depends on the measured displacement
and is selected to be always greater than the coherence length
Lc of the source. The light returns from the sensing inter-
ferometer via the lead-out fiber to the detection setup. Since
the ∆L > Lc, no interference would be observed on a de-
tector placed at the end of the lead-out fiber. The detection
setup must introduce additional optical path length difference
in order to make the beams interfere, thereby allowing the
measured displacement to be determined. This can be accom-
plished with a detection setup working either in the phase
(time) (Fig. 3b) or spectral domain (Fig. 3c), as discussed in
the following sub-sections.

a)

b)

c)

Fig. 3. Schematic diagram of a low-coherence interferometric displacement
sensor (a), detection setup with processing in the phase (time) domain (b),
detection setup with processing in the spectral domain (c), SI – sensing in-

terferometer, PI – processing interferometer, z – measured displacement

4.1. Optical processing in the phase domain. Processing
of the optical signal in the phase (or time) domain is well
described in literature (e.g. [15]). An example detection setup
working in the phase domain is presented in Fig. 3b. The pro-
cessing interferometer PI compensates the OPD of the sensing
interferometer SI. When the absolute value of ∆L is smaller
than the coherence length Lc of the source both beams in-
terfere. By introducing a linear scanning of the OPD in the
processing interferometer, the signal presented in Fig. 4a is
obtained. The fringe of the largest amplitude in the interfero-
gram, called central fringe, appears for ∆L = 0.

The main problem encountered in phase domain process-
ing is reliable identification of the central fringe. Often this
task is difficult as the intensity difference between the central
fringe and the first order ones (i.e. those for which ∆L = ±λ)
is so small that the noise present in the system precludes cor-
rect identification of the central fringe. Improving SNR, often
up to 50–60 dB is not always possible or desired. Therefore,
alternative approaches must be employed to address this prob-
lem.
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a)

b)

Fig. 4. Interference component of a signal acquired by detection setup from
Fig. 3b. (a) sensing interferometer illuminated by single source (Gaussian

spectral density), (b) sensing interferometer illuminated by two sources

4.2. Identification of the central fringe in the interfero-

gram. In order to enable the operation of detection setups
with low SNR, a light source must be used for which the
difference between the amplitudes of the central fringe and
the adjacent fringes is significantly greater. Since the am-
plitude of fringes is related to the coherence function, the
coherence function of the source, γ, must fall rapidly when
|∆L| is smaller than few wavelengths and stay below a certain
threshold (e.g. |γ| < 0.8) everywhere else. Note that this re-
quirement does not stipulate that the coherence function must
rapidly fall to zero, allowing for several methods of shaping
the coherence function. One of such methods is a so-called
summation method, investigated by authors in detail in [16].
Being relatively simple and inexpensive, this method uses two
mutually incoherent light sources having mean wavelengths
λ1, λ2 and coherence lengths Lc1, Lc2 respectively to illumi-
nate simultaneously the interferometer.

Assuming Gaussian spectral density of the sources, the
interference component Iac of the intensity at the output of
the interferometer illuminated by such a source is given by:

Iac(∆L) = I1 exp

[

−
π

2

(

∆L

Lc1

)2
]

cos
2π∆L

λ1

+ I2 exp

[

−
π

2

(

∆L

Lc2

)2
]

cos
2π∆L

λ2
,

(46)

where: I1, I2 – amplitudes of central fringes for illumination
with single source, λ1, λ2 – mean wavelengths of the sources,
Lc1, Lc2 – coherence length of the sources.

For sources having equal intensities (I1 = I2) and coher-
ence lengths (Lc1 = Lc2 = Lc) function (46) can be expressed
as:

Iac(∆L) = I0 exp

[

−
π

2

(

∆L

Lc

)]2

cos
2π∆L

λm
· cos

2π∆L

λavr
,

(47)

where: I0 = 2I1, λavr = 2λ1λ2/(λ1+λ2) – mean wavelength,
λm = 2λ1λ2/(λ2 − λ1) – modulating wavelength.

Interference component Iac given by (47) was calculated
for selected sets of wavelengths and coherence lengths. An ex-
ample result of such calculation, presented in Fig. 4b, shows
clearly the amplitude modulation of this signal, arising from
the use of the two sources. As a result, the amplitude differ-
ence between the central (I00) and the adjacent (I01) fringes
was markedly increased.

Minimum SNR of the system needed for correct identifi-
cation of the central fringe is:

SNRmin =
1

∆I01
, (48)

where ∆I01 = (I00 − I01)/I00. When SNR is greater than
SNRmin, identification of the central fringe can be performed
by a simple analog circuit.

In order to take full advantage of this approach, the authors
set out to devise a method of choosing optimal wavelengths
λ1, λ2 for which required SNR has its minimum [17, 18].

For simplicity of analysis the wavelength λ1 is assumed
to be fixed and the value of λ2 = λ1 + ∆λ, minimizing the
required SNR is sought. Let us also assume that the coherence
lengths of both sources are equal, i.e.:

Lc1 = Lc2 = Lc. (49)

Finally, let us introduce following quantities, shown in Fig. 4b:

a) I00 = Iac(0)− Iac(λavr/2) – peak-to-peak value of the cen-
tral interference fringe,

b) I01 = Iac(λavr) − Iac(λavr/2) – peak-to-peak value of the
interference fringe of the first order,

c) I10 – peak-to-peak value of the highest interference fringe
of the next group of fringes.

Supposing that:
I10 < I01, (50)

the SNR is given by:

SNRmin =
1

∆I10
, (51)

where: ∆I10 = (I00−I10)/I00. However, condition (49) is not
always fulfilled. Expressing I10 and I01 in terms of ∆λ, it can
be shown, that I10(∆λ) is monotonically increasing function,
while I01(∆λ) is monotonically decreasing. Their graphs, ob-
tained by computer modeling, are presented in Fig. 5 [19]. The
optimum value of ∆λ is the value for which I01 = I10 and
SNR reaches its minimum. Such value always exists and is
uniquely determined.

Let us now consider, using (46), the case when condition
(49) is not met, i.e. ∆Lc = Lc2 − Lc1, Performed comput-
er modeling demonstrated that when Lc1 is constant ∆λopt

decreases with increasing ∆Lc (Fig. 6). At the same time,
a small increase in SNRmin with increasing ∆Lc can be ex-
pected – as shown in Fig. 7.

Required SNR can be reduced by about 30 dB for a source
having coherence length Lc1 = 16 µm by introducing the sec-
ond source of equal coherence length Lc2 = Lc1 and wave-
length λ2 = λ1 + ∆λ, as shown in Fig. 7. In principle it is
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also possible to use three or more sources. However, expect-
ed further reduction of SNR is relatively small and results in
substantial increase in the complexity and cost of this part of
the system [19].

Fig. 5. The variation of normalized fringe intensity I01 and I10 with wave-
length difference ∆λ for the laser diode type considered after Ref. 19

Fig. 6. The optimum wavelength difference ∆λopt for two laser diodes with
different coherence lengths ∆Lc = Lc2−Lc1, (λ1 = 635 nm) (after Ref. 19)

Fig. 7. SNRmin as a function of the coherence length difference ∆Lc =
Lc2 − Lc1 (Lc1 = 16 µm) (after Ref. 19)

4.3. Optical processing in the spectral domain. An exam-
ple detection setup working in the spectral domain is present-
ed in Fig. 3c. Light reflected from the sensing interferometer

SI is collimated and illuminates the diffraction grating. The
second lens collects diffracted light and forms the image of
its spectrum on the CCD detector. Signal from the CCD is
digitized and recorded for subsequent processing.

Spectral density of the light illuminating the CCD, given
by (24), can be expressed in terms of wavenumber k = 2π/λ
and assuming that T1(ν) = T2(ν) = 0.5, and u = 1 (i.e.
intensities of both reflected beams are equal), as:

S(k) =
1

2
Ss (k) [1 + cos (k∆L)] (52)

where: Ss(k) = |A0|
2(k) – spectral density of the source,

∆L – measured OPD, k = 2π/λ = 2πν/c – wavenumber.
An example signal corresponding to a given value of ∆L is
presented in Fig. 8.

Fig. 8. Spectrum of light from sensing interferometer from Fig. 3a recorded
by detection setup from Fig. 3c. The envelope is the spectrum of the source,

k’ – spacing between adjacent maxima

From (52) follows that maxima in the recorded spectrum
exist for those k, for which k ·∆L/2π is an integer. Therefore,
the spacing between adjacent maxima is:

k′ = 2π/∆L. (53)

Consequently, information about measured OPD is encod-
ed in wavenumber k rather than in intensity, making the sys-
tem largely immune to fluctuations of the power of the source
and attenuation of the fiber optic components of the system.
It is also worthwhile to note that when the spacing given
by (53) is much smaller than the spectral width of the source,
the amount of power reaching the detection setup is almost
independent of ∆L.

Interesting implementations of low-coherence interfero-
metric sensors with processing in spectral domain are de-
scribed in literature. For example, in [20] a sensor capable of
attaining 1 nm OPD measurement accuracy without the need
for calibration was described. In [21] sensitivity and accura-
cy of low-coherence interferometric sensors with detection in
the spectral domain is discussed and the optimal measurement
range of OPD minimizing measurement error was determined.

4.4. Dispersion compensation in low-coherence interfer-

ometry. Dispersion of refractive index can reduce longitu-
dinal resolution of low-coherence interferometers. In order
to mitigate this problem the design of the interferometer
must follow certain guidelines. Furthermore, signal process-
ing techniques can further reduce the influence of dispersion
on the measurement. Both these issues are discussed below.
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For most materials their phase refractive index n and
group refractive index ng given by:

ng = c
dk

dω
= n− λ

dn

dλ
, (54)

where ω = 2πν, depend on wavelength λ. Therefore, opti-
cal paths in both arms of an interferometer illuminated with
a broadband source also depend on λ. When optical path
difference of interfering beams is a function of λ, visibility
of interference component is substantially reduced while the
interferometer behaves as if it were illuminated by a source
whose coherence length Lm is given by [22]:

Lm =

√

L2
c +

(

dng

dλ
dg∆λ

)2

, (55)

where: Lc – coherence length of the source, dg – geomet-
ric distance, ∆λ – wavelength span of the source. Since the
second term under the square root in (55) is never negative,
Lm ≥ Lc, and longitudinal resolution is always reduced.

The group refractive index ng can be expressed by a Tay-
lor series whose coefficients correspond to consecutive dis-
persion orders [23]. It can be shown that depth resolution im-
proves when first-order dispersion dk/dω increases, because
of decreasing of the group velocity of a temporal light pulse
with wavenumbers k(ω) centered at k0. Second and higher or-
ders dispersions degrade the measurement resolution. Second-
order dispersion of the materials is defined as:

dng

dλ
= −λ

d2n

dλ2
. (56)

For a beam having Gaussian spectrum, coherence length
Lc and traveling through distance z in the dispersive medi-
um, second-order dispersion leads to measurement resolution
deterioration by factor f (Lm = Lc · f ) [23]:

f =

√

1 +
4z2

L4
c

(

d2k

dω2

)2

. (57)

Dispersion in low-coherence interferometry is seen as
phase change of light waves exiting the interferometer. The
coherence function Γ(τ ) of the interferometer is a Fourier
transform of spectral density S(ω):

Γ (τ + τ0) =

∞
∫

−∞

S (ω) e−j(Φ0+Φdisp)e−jωτdω, (58)

where τ0 in the coherence function gives rise to phase Φ0 =
ω ·τ0. In order to take account of dispersion in the interferom-
eter a coefficient Φdisp(ω) is introduced which depends on the
properties of the interferometer and the dispersive sample. It
can be expanded into a Taylor series, describing the dispersion
of material and allowing future dispersion compensation.

The most important sources of dispersion in low-
coherence interferometer systems are refractive optical com-
ponents (e.g. lenses and beam-splitters), optical fibers and
other fiber optic components. In order to avoid the reduction
of the measurement resolution, the dependence of the OPD
in the interferometer on wavelength must be reduced. This

is accomplished by ensuring that dispersion in both arms is
equal, either by using identical components in both arms, or
by introducing a dispersion compensating element into the
reference [24] or measurement arm.

However, in a properly designed interferometer the dis-
persion introduced by the sample cannot be ignored. This
dispersion is difficult to compensate, because the properties
of the sample not only depend on the scanning depth but
they can vary from point to point and they are not known
a priori. While dispersion compensation methods employing
e.g. additional wedge pair inserted in the reference arm that
compensates measured object’s dispersion can be used, their
performance is far from ideal.

Since dispersion itself does not change the amount of sig-
nal captured by the detector, numerical dispersion correction
methods can be applied.

There are several numerical dispersion compensation
methods described in the literature. A method used in the
“CLEAN” program uses an iterative point-deconvolution al-
gorithm developed originally for use in astronomy [25]. The
deconvolution kernel is derived from theoretical point-spread
function of a low-coherence interferometer system. It depends
on the properties of the system, as well as the scattering prop-
erties of the object under test. Having the estimate of the
point-spread function, reconstruction of optical coherence im-
age is performed. Examined object is assumed to be a collec-
tion of M reflectors with different backscattering coefficients.
The reconstructed object distribution o(z) is

o(z) =

M
∑

i=1

σb,iδ(z − zi) (59)

where: δ(. . .) – Dirac delta function, zi – the coordinates of
the ith reflector, and σb,i – backscattering coefficient of the
ith reflector. From the definition of the point-spread function
in the linear systems theory image of the object distribution is

s(z) =

M
∑

i=1

o(zi)h(z − zi) + n(z) (60)

where: h(. . .) – pulse response of the system, n(z) – system
noise.

The main goal is to derive the best estimate of o(z)
from s(z), by choosing correct variables defining point-spread
function to match the characteristics of the system and the ob-
ject under test.

Another method uses a space-variant convolution kernel
to correct dispersion in low-coherence interferometry [22].
This method corrects dispersion by convolving the signal at
various points on the axial scan by a point-spread function
with the conjugate phase to the dispersion:

Icomp(τ) = F−1{Ilocal(ω)ejΦlocal(ω)}, (61)

where exponential part is the complex conjugate of the local
dispersion phase coefficient.

As we can see, dispersion has a significant influence on
resolution of low-coherence interferometer system [26]. Op-
tical correction of dispersion can mitigate the problem, but is
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difficult to achieve over a long axial scan range. Digital cor-
rection can be used to compensate dispersion without scan-
ning range problem, and also for compensation of higher-order
dispersions. The calculations can be performed a posteriori,
without increasing the acquisition time. Another advantage is
possibility to change dynamically parameters of compensated
dispersion without having to re-acquire data. The only dis-
advantage is necessity to know dispersion parameters of the
measured object. While measuring biological tissue these pa-
rameters are known, taking the water as a good approximation
of a tissue. In the future additional algorithms to estimate the
chirp parameters from the image would make the process of
digital dispersion compensation more flexible and automated.

4.5. Fiber-optic temperature sensor using low-coherence

interferometry. A fiber-optic temperature sensor, whose
schematic diagram is shown in Fig. 9a, was built. Sensor head,
shown in Fig. 9b, consists of a low-finesse Fabry-Pérot inter-
ferometer working in reflective mode and made from a semi-
conductor temperature sensing thin film deposited on the end
of the fiber. The two surfaces (“mirrors”) defining the cavi-
ty are fiber/semiconductor and semiconductor/air boundaries,
whose reflection coefficients are R1 and R2 respectively. As
R1 and R2 are low (few percent), the finesse of such an in-
terferometer is low and its transfer function is essentially that
of a two-beam interferometer having relatively high contrast
of interferometric fringes.

a)

b)

Fig. 9. Schematic diagram of the temperature sensor (a), the sensing inter-
ferometer (b). E1r , E2r – amplitude of wave reflected from the surfaces
having reflection coefficient R1 and R2 respectively; x – length of the cavity

Zinc selenide (ZnSe) was chosen as a sensing materi-
al because of its high thermo-optic coefficient dn/dT ∼
0.5 · 10−4 K [27]. A thin film of ZnSe was evaporated on the
end of the single mode fiber by thermal deposition in a vac-
uum chamber with the base pressure of about 5 · 10−6 hPa.
Several sensing heads were made with the ZnSe layer having
thickness in the range of 400÷800 nm. The layer thickness
and its quality were tested by reflectance spectroscopy as well
as by Raman and optical microscopy.

A superluminescent diode (type 481-MP-DIL-SM-PD by
Superlum, Russia) with a Gaussian spectral density was used
as a low-coherence source, illuminating the sensing interfer-
ometer via the fiber coupler and the lead-in/lead-out fiber.
Light reflected from sensing interferometer, which forms the
output signal Iout, can be processed either in the time or
spectral domain. Since in the latter case precision mechanical
scanning is not needed and the sensor can be built without
any moving components, authors developed efficient tools for
the spectral domain analysis [27].

Spectral density at the input of the optical spectrum ana-
lyzer (OSA) can be expressed using (24) as:

Iout(ν) =
1

2
Ss (ν) [1 + V0 cos (∆φ)] (62)

where: Ss(ν) = A2
0(ν) – the spectral density of the light

source; V0 – visibility of interference fringes, ∆φ – the phase
difference between the two beams reflected from the mirrors
of the sensing interferometer. When the light source exhibits
Gaussian spectral density, the normalized spectrum of the out-
put signal Iout(ν) is a cosine function modified by the Gaus-
sian visibility profile, as shown Fig. 10. In the limiting case
of ∆φ = 0 the spectrum is the same as that of the source. If
∆φ is increased, the distance between consecutive maxima in
the spectrum decreases.

Fig. 10. Calculated spectral density of the output signal Iout(ν)

The phase difference ∆φ between the two light beams re-
flected from the mirrors of the sensing interferometer depends
on the temperature. Since both the cavity length x and refrac-
tive index n, depend on temperature T , ∆φ can be written
as:

∆φ = ∆φ0 +
2π

λ

[

n
∂x

∂T
+ x

∂n

∂T

]

∆T (63)

where: ∆φ0 – phase difference for a reference temperature
T0, λ – central wavelength of source, T – temperature.

The instantaneous value of measured temperature T can
be determined in two steps: (1◦) calculating ∆φ from the ac-
quired spectrum Iout(ν) using (62), (2◦) calculating of T from
(63) [28]. Upon closer examination of (62) and (63) authors
noted that the shift in temperature changes both the frequency
of the cosine component of Iout and the positions of its local
maxima. Therefore, temperature T can also be measured by
measuring the shift of a maximum of the acquired spectrum.
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The sensor characterization was conducted in the tem-
perature range from 25 to 400◦C with a 1◦C step. An An-
do AQ6319 optical spectrum analyzer was used to acquire
spectra of the output signal Iout(ν). Time required for single
measurement was in range 0.8–1.2 s. Temperature was deter-
mined by measuring the shift of a selected maximum of the
acquired spectrum. The total shift measured for the investigat-
ed temperature range was equal to 4 nm, which corresponds
to sensitivity of about 0.01 nm/◦C [27].

The dependence of the spectra pattern of presented sen-
sor on the temperature over the range from 30 to 400◦C is
plotted in Fig. 11a. Position of the selected maximum of the
spectral pattern as a function of temperature during cooling
and heating is shown in Fig. 11b. It should be noted that the
change of maximum position per temperature unit is almost
constant over the investigated temperature range.

a)

b)

Fig. 11. (a) Measured spectra pattern change with the change of temperature;
(b) Measured temperature dependence on the maximum position in spectra

pattern

Fig. 12. The response time of the sensor during cooling from 225 to 25◦C

The time response of the sensor was investigated by sub-
jecting it to a step change of temperature from 225◦C to 25◦C.
Since the spectrum analyzer could not acquire sufficient num-

ber of spectra to accurately reproduce the sensor response, in-
tensity measurement was performed. The spectrum analyzer
was tuned to a fixed wavelength λ0 (i.e. working in the ‘zero-
span’ mode) and measuring power of the output signal Iout

in a narrow wavelength span ∆λ centered around λ0. Fig. 12
shows the signal acquired for one of sensors. The measured
response time of the sensors was in the range of: 0.8 to 1.2 s.

Presented temperature sensor has relatively simple con-
struction, exhibiting good sensitivity, high resolution and short
response time. Further research will focus on optimization of
its parameters and extending the scope of its use.

4.6. Polarization-sensitive low-coherence interferometry.

The assumption that the states of polarization of interfering
beams are identical, used in the previous discussion, is not
always valid. There are two classes of low-coherence inter-
ferometers where this fact must be addressed. The first class
comprises interferometers whose components modify the state
of polarization (SOP) of propagating beams, thereby reducing
measurement accuracy. The second class comprises interfer-
ometers measuring the reflectance of objects modifying the
SOP of the reflected beam.

In the interferometers belonging to the first class, stable
SOP of propagating beams is obtained by using components
modifying the state of polarization in a well defined way.
Such interferometers, whose example is presented in Fig. 13,
are referred to as polarization interferometers.

Fig. 13. Displacement sensor using polarization interferometer. LS – light
source, BS – non-polarizing beamsplitter, WP – Wollaston prism, M1, M2 –

mirrors, L – lens, DS – detection setup, z – measured displacement

Light from the source LS polarized circularly or linear-
ly at 45◦ to the plane of the figure propagates through the
beamsplitter BS and is incident on the Wollaston prism WP.
That prism, acting as a polarizing beamsplitter, divides the
beam into two beams – the measurement beam polarized in
the plane of the Figure and the reference beam polarized per-
pendicularly to that plane. Both beams propagate through the
lens L, which makes them parallel, and are reflected from mir-
rors M1 and M2 respectively. The beams return through the
lens L and fall on the Wollaston prism. The Wollaston prism
WP combines both beams. Subsequently, they are reflected
by the beamsplitter BS to the detection setup DS, where they
interfere and yield intensity that can be described by (9), sim-
ilarly to that at the output of the Michelson interferometer.
Since the SOP of both beams is stable, interference contrast
V0 remains constant, and the measurement accuracy does not
degrade with changes in the measured quantity (e.g. ∆x).

Interferometers belonging to the second class, such as that
presented in Fig. 14, must measure reflectance accurately for
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any SOP of the reflected beam. This is accomplished using
a light source LS whose output has electric field components
Ex and Ey of equal magnitude, together with a polarization-
diversity detection setup (i.e. a detection setup capable of pro-
ducing interference signals for any SOP of the measurement
beam).

Fig. 14. Low-coherence interferometric sensor used for reflectivity measure-
ment. LS – light source, BS – non-polarizing beamsplitter, PBS – polarization
beamsplitter, M1 – mirror, DUT – device under test, RF – reflective feature,
D1, D2 – photodiodes, DS – detection setup electronics. Only one reflective

feature was shown for clarity reasons

Light from LS is divided by the beamsplitter BS into the
reference beam and the measurement beam. The reference
beam is reflected by mirror M1. The position of M1 can be
varied, as indicated in the Figure, in order to introduce time
delay τ in the reference beam. The measurement beam enters
the DUT and propagates in it. Part of the beam is reflected
from reflective features RF (e.g. material discontinuities) and
returns towards BS.

BS combines both beams and reflects them to the polar-
izing beamsplitter PBS, in which components of both beams
polarized in the plane of the Figure are reflected to detector
Dx and those polarized perpendicularly are transmitted to de-
tector Dy. Respective components of both beams interfere on
the detectors giving rise to two optical signals whose interfer-
ence terms (for left-hand circular polarized light source) have
intensities Ix and Iy given by:

Ix (z) =

√

2R(z)

4
Is cos (θ (z)) |γ (τ)| cos (2πν0τ) , (64)

Iy (z) =

√

2R(z)

4
Is sin (θ (z))

|γ (τ)| cos
(

2πν0τ +
π

2
− 2ψ (z)

)

,

(65)

where: R(z) – reflectance, Is – intensity of the light source,
θ(z) – angle between the fast axis of the birefringent sample
and the x axis of the coordinate system, γ(τ) – degree of co-
herence of the broadband light source, τ – time delay between
beams received from the reference arm and the measurement
arm, ν0 – mean frequency of the source, ψ(z) – retardation
angle.

From (64) and (65) it can be seen that for any θ(z) and
ψ(z) (i.e. for any SOP of the measurement beam) at least one
interference signal is detected. Therefore, reflectanceR(z) can

always be obtained from (64) and (65). Moreover, ψ(z) and
θ(z) can be expressed in terms of the phase and magnitude
of received signals Ix(z) and Iy(z) as [29]:

θ(z) = arctan

(

|Iy(z)|

|Ix(z)|

)

, (66)

ψ(z) =

π

2
− ∆ϕ (z)

2
, (67)

where ∆φ(z) – phase difference between received signals dur-
ing sample scanning at depth z.

In some applications, more information about polarizing
properties of investigated sample is needed. In such a case
a Jones or Mueller matrix of the sample is determined us-
ing a setup similar to that presented in Fig. 14, in which
the measurements are performed for different SOPs of the
measurement beam. The Mueller matrix is preferred, as the
Mueller formalism describes a broader class of objects and
the Jones matrix can always be calculated from the Mueller
matrix when the assumptions of the Jones formalism are valid
(i.e. for non-depolarizing objects).

Mueller matrix is a 4×4 real matrix which can be deter-
mined in four measurements performed with a beam whose
SOP is described by Stokes vectors SH , SV , SP , and SL:

SH =











1

1

0

0











, SV =











1

−1

0

0











, SP =











1

0

1

0











, SL =











1

0

0

−1











(68)

where: SH – linear horizontal SOP, SV – linear vertical SOP,
SP – linear polarization at 45◦ and SL – left circularly state
of polarization.

Each measurement yields a Stokes vector Si (i = 1 . . . 4)
whose elements are calculated by using magnitude and phase
of Ix and Iy [30, 31]:

Si =











|Ix| + |Iy|

|Ix| − |Iy|

2
√

|Ix| · |Iy| cos (∆ϕ)

2
√

|Ix| · |Iy| sin (∆ϕ)











, (69)

where: |Ix,y| – magnitude of the received signals, ∆ϕ – phase
difference between the received signals. Mueller matrix M is
calculated by solving the following system of equations:



















RH ×M × SH = S1

RV ×M × SV = S2

RP ×M × SP = S3

RL ×M × SL = S4

, (70)

where: M – Mueller matrix of investigated sample, S1−4 –
Stokes vector of backscattered light from the sample, RH ,
RV , RP , and RL – The Mueller matrix of the optics used to
synthesize required SOP.
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5. Optical coherence tomography

Optical coherence tomography, pioneered by Huang and co-
workers in 1991 [32], is probably the fastest developing field
of low-coherence interferometry. After more than a decade of
research, OCT is most widely applied is medicine [33, 34],
where it is used as one of medical imaging techniques [3].
At present, OCT is used in three different fields of optical
imaging: in macroscopic imaging of structures which can be
seen by the naked eye or using low magnification, in micro-
scopic imaging using magnifications up to the classical limit
of microscopic resolution and in endoscopic imaging, using
low and medium magnification [35]. Also increasing interest
in using OCT for measurement of nonbiological objects (e.g.
ceramics [36–38], anticorrosion layers [39], synthetic resin
paint on wooden surface [40], polymers [41, 42], composite
materials [43, 44], papers [45, 46], optical fibers [47], and
micromechanical elements [41, 44]) is observed. Using OCT
to investigate properties of technical materials is the focal area
of the authors’ research [16–18, 27, 48–54].

5.1. Scanning and detection in OCT systems. Optical co-
herence tomography uses OLCR combined with one- or two-
dimensional scanning to acquire two- or three-dimensional
optical image of the internal structure of the investigated ob-
ject. Depth scanning is performed by OLCR (in the time or
frequency domain) while transverse scanning is done mechan-
ically (i.e. by translation or goniometric stages). Depending
on the order of scanning individual points in the examined
object, it is possible to distinguish three types of scanning:
depth priority (Fig. 15a), transverse priority (Fig. 15b) or en
face scanning (Fig. 15c).

An OCT system working in the depth-priority mode per-
forms a series of depth scans along the z-axis (also known
as A-scans) with OLCR for a number of points whose x co-
ordinate is varied while the y coordinate is kept constant, as
shown in Fig. 15a. Repeating this process for different val-
ues of y yields reflectance R(x, y, z). The transverse-priority
scanning is performed by conducting a series of scans along
a line parallel to the x axis while varying depth z, as shown in
Fig. 15b. Reflectance R(x, y, z) is obtained by repeating this
process for different values of y. Finally, the en face scanning
is done by conducting a series of scans along a line parallel
to the y axis while varying x, as shown in Fig. 15c. By re-
peating this process for different values of depth z reflectance

R(x, y, z) is obtained. The choice of a particular type of
scanning depends on the requirements of the application and
type of the object.

The optical signal reflected from the DUT (see Fig. 14)
can contain power reflected from several reflective features
RFi present in the sample as well as ambient light. There-
fore, intensity of the optical signal reflected from the point in
which reflectance measurement is performed (i.e. the useful
signal) can be several orders of magnitude lower than total
intensity of light reflected from the DUT, which may result
in significant degradation of the SNR. Preserving a good SNR

necessitates the use of relatively advanced processing tech-
niques. When depth priority scan is used, moving mirror in
the reference arm (or moving sample in the measurement arm)
introduces a Doppler shift of the frequency of the reflected
signal – c.f. Fig. 14. Magnitude of this frequency shift is
fD (see eq. (35)). When signals from both arms interfere on
the detector, spectrum of the electric signal is shifted by fD.
Therefore, the measured signal can be extracted using a band-
pass filter centered at fD and having an adequate bandwidth
∆f . This makes the depth priority scanning the most often
used scanning mode in OCT systems.

However, when measurements are conducted only for
points laying on a certain constant depth z0, or on the surface,
depth priority scanning is inconvenient and time-consuming.
In such a case en face scanning is the fastest and most con-
venient method. Unfortunately, since in the en face scanning
the mirror in the reference arm is stationary and the inves-
tigated sample does not move in the direction of the mea-
surement beam, there is no Doppler shift, the spectrum of
the useful signal overlaps with that of the unwanted signal
and the former signal cannot be extracted by filtering. The
same situation exists when transverse priority scanning is per-
formed.

A solution to this problem is using an acousto-optic mod-
ulator (AOM) in one of the interferometer’s arms, introducing
a constant frequency shift ∆ν of few kHz in the respective
beam, as shown in Fig. 16. As a result, the spectrum of the
electric signal corresponding to the useful signal is shifted
by ∆ν, and again can be extracted using a band-pass filter
[41, 55]. Since it is difficult to build an AOM operating in the
kHz range, desired frequency shift is obtained using a pair of
AOMs driven with high frequencies f1 and f2, as shown in
Fig. 16.

Fig. 15. Types of scanning in OCT
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a)

b)

Fig. 16. Configurations of OCT systems using acousto-optic modulators.
(a) Michelson interferometer configuration, (b) Mach-Zehnder interferom-
eter configuration; AOM1, AOM2 – acousto-optic modulators, BS1-BS4 –
beamsplitters, PP – dispersion compensating prisms, ε/(1 − ε) – splitting

ratio

Scanning techniques which perform depth scanning (i.e.
A-scan) of an area of the sample, rather than a single point,
have also been devised [56–59] An example setup using this
technique, known as full-field OCT, is presented in Fig. 17.

Fig. 17. Full-Field OCT; BS – beamsplitter

Two key parameters of OCT systems are longitudinal res-
olution and transverse resolution. Longitudinal resolution of
an OCT system is identical to the resolution of the interfer-
ometer used in that system, as was discussed in detail in sec-
tion 3 (see eq. (33)). Transverse resolution is determined by
numerical aperture NA of the optics focusing the light on the
investigated sample and by wavelength λ0. On the surface of
the sample transverse resolution can be expressed as [60–62]:

∆x =
4 · λ0

π ·NA
. (71)

Inside the sample the transverse resolution can be better due
to the n-fold reduction in the wavelength, viz.:

∆x =
4 · λ0

π ·NA · n
. (72)

where n – the phase refractive index. In some cases the trans-
verse resolution is worse than that given by (72), since the
light reflected from the sample back to free space is affected
by diffraction or by refraction on irregular features of the sur-
face. Full analysis of this problem will not be presented here,
as it is well beyond the scope of this paper.

The magnitude of the interference component recorded
by the OCT system is also a function of the states of polar-
ization of beams interfering on the detector. This magnitude
has its maximum when both states of polarization are iden-
tical, and falls to zero when they are orthogonal. Since sev-
eral types of measured media may alter the state of polariza-
tion, reliable measurement of the magnitude of the reflected
signal necessitates the use of solutions that make the mea-
surement independent from the state of polarization of the
beam reflected from the investigated sample. Such solution is
the polarization-sensitive OCT (PS-OCT) system, described
in the following sub-section.

5.2. Polarization-sensitive optical coherence tomography.

Polarization-sensitive optical coherence tomography is one of
the OCT variants which is capable of analyzing the state of po-
larization of the light backscattered from investigated object.
In contrast to conventional TD-OCT, in which the intensity
of received interference signals is recorded, PS-OCT records
two or more signals corresponding to the anisotropic struc-
ture in an investigated material [40, 63]. This method is based
on polarization diversity detection. The analysis is carried out
using Jones or Mueller formalism, in which the polarization
properties of the sample are described by the depth-resolved
Jones matrix or depth-resolved Mueller matrix, respectively.
If the sample under test is non-depolarizing, it can be com-
pletely characterized by either Jones matrix or Mueller matrix
(both methods are equivalent in such a case). A setup of PS-
OCT, which can measure both Jones and Mueller matrix, is
presented in Fig. 18 [53].

Fig. 18. PS-OCT with balanced detection system for Jones matrix and Mueller
matrix determination; P – polarizer, λ/4 – quarter-wave plate, NPBS1,
NPBS2 – non-polarizing beamsplitters, PBS1, PBS2 – polarizing beamsplit-
ters. VP1, VP2 – variable waveplates, PP – dispersion compensating prisms
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This system has been developed in Department of Op-
toelectronics and Electronic Systems, Gdańsk University of
Technology by the authors. Contrary to TD-OCT the light
backscattered from the sample and light reflected from the
mirror is recombined and subsequently separated by the po-
larization beam splitter into orthogonal components which
are incident on two balanced receivers. Each balanced receiv-
er consists of pair of photodetectors (Detector 1 and 2 belong
to the first balanced receiver and Detector 3 and 4 belong to
the second one – see Fig. 18). In order to increase the signal-
to-noise ratio, low-noise balanced receivers have been used.
The configuration of the system without variable waveplate
VP units (Fig. 18) can perform polarization state analysis di-
rectly according to Jones formalism. When Mueller matrix
elements are measured, four different states of polarization
of the light, synthesized by VP units, must be used in the
system.

Presented system can work with different types of light
sources in the wavelength range of 850–1700 nm. During our
research, we utilized a SLD source (type 481-MP-DIL-SM-
PD by Superlum, Russia) and supercontinuum photonic fiber
source (type Ultra-Broad Light Source TB 1550 by MenloSys-
tem, Germany). The PS-OCT features, for both source types,
are presented in Table 1.

Table 1
PS-OCT features

Feature Value

Balanced detectors (type 2017 Nirvana by New Focus, USA)

Wavelength range 800–1700 nm

Common mode rejection 50 dB

Max. AC conversion gain 1·106 V/W

CW saturation power 0.5 mW

Current noise 1.5 pA/
√

Hz

3 dB bandwidth 150 kHz

SLD source (type 481-MP-DIL-SM-PD by Superlum, Russia)

Center wavelength 975 nm

Optical source spectral width 36 nm

Optical source power 3 mW

Depth scanning resolution 10 µm

Measurement dynamic range 72 dB

Supercontinuum photonic fiber source

(type Ultra-Broad Light Source TB 1550 by MenloSystem, Germany)

Center wavelength 1550 nm

Optical source spectral width 400 nm

Optical source power 42 mW

Depth scanning resolution 4 µm

Measurement dynamic range 92 dB

Non-depolarizing non-dichroic material can be analyzed
as an optical retarder. Therefore, the fast axis orientation ψ(z)
and retardation angle θ(z) provided by the sample completely
describe the birefringence of the investigated materials. The
parameter calculations are performed using the Jones formal-
ism and the state of polarization of the light does not need
to be changed by the VP unit (Fig. 18). The ψ(z) and θ(z)
are determined by analyzing magnitude and phase of received

interference signals. This can be described by equations (66)
and (67) [64, 65]. Some examples of local anisotropy exami-
nations have been presented in Fig. 19.

a)

b)

Fig. 19. Measurement results of backscattered light from quarter-wave plate
sample, (a) intensity, (b) retardation angle of backscattered light

The characteristics presented in Fig. 19 were obtained for
a quarter-wave plate sample (QWP). This device was assem-
bled from crystallite quartz and magnesium fluoride plates
separated by a bonding layer. The distributions of maxima
(marked as Y1 to Y4) at the intensity plot (Fig. 19a) deter-
mine the thickness of those layers. Based on retardation angles
of back-scattered light (Fig. 19b) it is possible to determine
the birefringence of the investigated object. The difference of
amplitudes of the peaks determines the retardation Γ(z) pro-
vided by the sample. The retardation angle between front and
rear surfaces of the QWP (level differences between the first
and the last peak) was equal to 2.94 rad and it is close to the-
oretical value π rad (i.e. 2 · π/2 rad – since the light passes
twice through the waveplate).

If the device under test is a depolarizing material, its prop-
erties can only be described using the Mueller formalism,
in which Stokes vector and Mueller matrix provide a com-
plete characterization of polarization properties of the incident
light and investigated sample respectively. Early research on
OCT with polarization state analysis according to the Mueller
method was carried out using OCT system setup presented in
Fig. 20 and described in [30, 31, 66].
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Fig. 20. PS-OCT setup for Mueller matrix measurements, P – polarization
plate, HW – half-wave plate, QWP – quarter–wave plate, VP – variable wave-
plate, PP – dispersion compensation prism, NPBS – non-polarizing beam-

splitter

This system utilizes the polarization plate, half-wave plate,
and quarter-wave plate to introduce four needed polarization
states of the incident light on device under test. For each of
these states of polarization the variable wave plate is adjusted
to achieve four different polarization states of the light guided
through the reference arm, resulting in sixteen combinations
of the states of polarization. Intensity of the recombined light
beams from reference and measurement arms is measured for
all these combinations. Based on obtained results, all sixteen
elements of Mueller matrix can be determined according to
formulae described in [66].

During our research we proposed a PS-OCT system with
polarization diversity detection provided by two balanced re-
ceivers. By using this system it is possible to determine all
sixteen Mueller matrix elements based only on four measure-
ments. Similarly to the method presented before, these states
of polarization are synthesized using variable wave plates
(Fig. 18). The Stockes vector of backscattered light from the
sample is calculated for each of measurement scans, according
to equation (69). Based on those Stockes vectors it is possible
to determine all 16 elements of depth-resolved Mueller matrix
by solving equation system (70).

5.3. Experimental results. To date our research has been
concentrated on polarization sensitive analysis using Jones
formalism. Recently, we have investigated different types
of materials including multilayered transparent samples and
highly scattering materials. In this paper we present results ob-
tained with one-dimensional A-scan measurements and two-
dimensional transversal scanning method.

A-scan measurements. As an example, we present tests re-
sults of multilayered glass sample and PLZT ceramic. The
first sample consists of three layers of borosilicate glass sep-
arated by very thin layers of water. An A-scan of the sample
was performed. Measured intensity and retardation angle of
backscattered light are presented in Fig. 21a and b, respective-
ly. Each maximum in Fig. 21a represents intensity of signal
reflected from a boundary between adjacent layers. The differ-
ences between maxima locations correspond to the thickness
of sample layers. Glass layers were separated by water; there-
fore, the pairs of peaks X2, X3 occurred close to each other.
The distance between them determines the thickness of the

water layers. The three-layer glass sample does not have bire-
fringence properties and does not provide any retardation of
optical signal. The state of polarization was measured for the
light reflected back from each layer surface. The test results
were presented in Fig. 21b. Each peak determines the value
of retardation angle of the back-reflected light. Those peaks
have a similar value of retardation angle, therefore, there is no
retardation provided by the layers of the investigated sample.
The reasonable variation of the retardation angle is the result
of measurement error and numerical errors in polarization
state analysis method.

a)

b)

Fig. 21. A-scan of the glass sample a) intensity, b) retardation angle of
backscattered light

The plots presented in Fig. 22a and b show the test results
obtained for thin layers of a PLZT ceramics samples. Mea-
sured intensity of backscattered light is presented in Fig. 22a.
In the Figure it is hard to resolve the two maxima whose
spacing is equal to the thickness of the ceramic film. From
the retardation angle measurement, presented in Fig. 22b, one
can assess a PLZT film thickness by the distance measure-
ment between neighboring maxima. Therefore, by the use of
polarization sensitive analysis it is possible to improve vi-
sualization contrast of investigated structure. Moreover, the
polarization-sensitive analysis makes it possible to determine
the birefringence properties of investigated PLZT ceramics.
The measurements proved that non-polarized PLZT ceramics
is optically isotropic, as we expected.
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a)

b)

Fig. 22. A-scan of the PLZT ceramics (a) intensity, (b) retardation angle of
backscattered light

2-D scanning. The tests results were obtained using trans-
verse priority scanning, discussed in section 5.1. Devices un-
der tests were two types of polymer foils and an anti-corrosion
protective structure. Our OCT system has been successful-
ly used to investigate the microstructure of technical materi-
als. Key advantage of OCT in this application is its ability
to reliably detect and investigate surface and subsurface de-
fects with high measurement resolution – better than 5 µm
(Fig. 23a and b).

a)

b)

Fig. 23. (a) Thin layer of polymer foil; (b) Thick layer of polymer
foil

The OCT system is well suited to structure investigation
of highly scattering materials like ceramics or anti-corrosion

protective coating (Fig. 24) as well as transparent materials
like polymer foils presented before. From Fig. 24 it is possible
to recognize two separated protective layers and analyze their
inner microstructure.

Fig. 24. Anti-corrosion protective coating

6. Conclusions

In the paper the principles of LCI using quasi-monochromatic
sources are reviewed. Processing of the interference signal
in the time and spectral domain is outlined. A synthesis
method of the coherence function of sources used in LCI
is discussed. Devised by the authors, the method uses two
broadband sources to obtain the coherence function which
minimizes the SNR required for detection of the interference
signal.

A miniature optical fiber temperature sensor employing
a thin-film Fabry-Pérot interferometer is presented as an ap-
plication example of this technique and the application of LCI
to polarimetric sensors is discussed.

Another application area of LCI is OLCR, where, as it
was shown in this paper, the use of balanced detection re-
duces the level of the intensity noise down to the beat noise
level. A promising measurement technique employing LCI is
OCT. Authors present their OCT system for measuring polar-
ization properties of investigated samples. Example measure-
ment results are presented which detail internal structure of an
achromatic waveplate, provide information on PLZT ceram-
ics layers, allow thickness of a polymer foil to be determined
and demonstrate the possibility of performing non-destructive
diagnostics of anti-corrosion coatings on a metal substrate.
Understandably, presented examples do not cover all appli-
cations of low-coherence interferometry in the investigation
of technical objects. Authors are continuing their research in
this field, planning to investigate different classes of techni-
cal objects with OCT systems. The main objective of this
research is increasing measurement sensitivity and improving
measurement resolution.
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Engelke, G. Grützner, G. Ahrens, R. Oster, and D. Stifter,
“Measurement of structure and strain by transversal ultra-
high resolution polarisation-sensitive optical coherence tomog-
raphy”, Insight 49 (5), 275–278 (2007).

[45] T. Fabritius and R. Myllylä, “Dynamic optical coherence to-
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