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TOPOLOGY OPTIMIZATION AND SENSITIVITY ANALYSIS

Multi-constrained topology optimization using constant criterion

surface algorithm
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Abstract. This paper sets out to describe a multi-constrained approach to topology optimization of structures. In the optimization, a constant
criterion surface algorithm and the multi-constraint procedure is used. The multi-constraint procedure consists of constraints normalization
and equivalent design space assembling. The work is illustrated by an example of the L-shaped domain optimization with the horizontal line
support and complex loads. The example takes into consideration stress, fatigue and compliance constraints. The separate and simultaneous
application of constraints resulted in significant differences in structure topology layouts. The application of a fatigue constraint gave more
conservative results when compared to static stress or compliance limitations. The multi-constrained approach allowed effectively lowering
the mass of the structure while satisfying all constraints.
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1. Introduction

The topology optimization nowadays can give an answer to
the demand for solving large and multi-load problems. In pop-
ular methods like SIMP (solid isotropic material with penal-
ization) [1] and ESO (evolutionary structural optimization)
[2], the most often compliance and stress constraints are used
[3]. Rarely, we can find more complex constraints like fa-
tigue [4, 5] or reliability [6].The stress constraint usually is
added to displacement-based optimization procedures by re-
sorting to post-processing operations [7]. There are only a few
propositions in the literature of multi-constrained topology
optimization methods. An application of a weighted sum of
normed constraints was proposed by Min et al. to generate
structures satisfying static and vibration performance mea-
sures [8]. A similar weighted method was used by Lee et al.
in multicriteria optimization of automotive bodies [9]. A sin-
gle aggregated ranking parameter approach was proposed by
Ramani [10]. He showed examples of topology optimization
with multiple materials and a few constraints.

In this paper, investigation on the multi-constrained struc-
ture optimization with the usage of a constant criterion surface
algorithm (CCSA) is presented.

2. The constant criterion surface algorithm

The optimization problem can be formulated as follows:

min
η

f(η) (1)

the constraints are:

gj(x) ≤ gj , j = [1, 2, . . . , K], (2)

1

V0

N∑

i=1

ηi ≤ F, (3)

where x = [x1, x2, . . . , xN ] is a vector of finite elements;
η = [η1, η2, . . . , ηN ] is a vector of design variables defined
as ηi = Ei/E0, Ei and E0 are respectively, intermediate and
real material Young’s modules; gj(x) are the criterion pa-
rameters; gj are the upper bounds of constraints; Vo is the
starting point of volume of the structure limited by design
space Ω; f(η) is the objective function (the volume of the
structure); F is a volume fraction. The N design variables
represent a pseudo-density (stiffness parameter) of each fi-
nite element of the structures that vary between ηmin and 1.
The lower boundary of pseudo-density ηmin is introduced to
prevent singularity of the equilibrium problem.

The constant criterion surface algorithm is a “hard-kill”
type method, in which the topology of the structure is gen-
erated by iterative elimination of elements of a low value of
a criterion function g. This method is similar to the ESO
approach introduced by Xie and Steven [2].

In the CCSA algorithm, the removal procedure is con-
trolled by a ∆F parameter of volume percentage reduction,
which gives a possibility to control the optimization ‘speed’
(see Fig. 1). To define the ∆F , a constraint criterion increas-
ing parameter ∆g is calculated at every iteration. In result
of such action the surface of constant constraint criterion is
obtained in the optimized structure. The idea of shaping struc-
tures in the form of the surface of constant stresses was first
proposed by Mattheck and Burkhardt [11].

Mattheck’s idea is based on the mechanism of tree growth
which always takes the shape of constant surface stress. In the
method the structure increases its volume according to the
law:

ε̇V = k (σvm − σref ) (4)

where ε̇V – volume growth, σvm – is the von Mises stress,
σref is a reference stress.
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Fig. 1. The constant criterion surface algorithm

Mattheck suggested that inserting the squares of the stress-
es into Eq. (4) would result in homogenous distribution of
elastic energies at the surface.

The condition of constant energy density at the free sur-
face of the optimized structure was first deduceed by Wa-
siutyński [12]. However, the sufficient conditions were set
in the work of Mróz [13]. Considerations of this issue can
also be found in the work of Brandt [14] and Dems and
Mróz [15].

The stress-constrained topology optimization procedure
can give premature results when it is stuck in point of high
values of the state parameter. The original ESO method al-
lowed only for the elimination of the elements satisfying the
following condition:

σvm
e

σvm
max

< RRi, (5)

where σvm
e is equivalent von Mises stress, σvm

max
is maximum

admissible von Mises stress, RRi is rejection rate parame-
ter.

However, Querin et al. proposed a modified version called
BESO (Bi-directional Evolutionary Structural Optimization)
which allowed also to add new elements [16]. In the BESO
method, new elements are added in the vicinity of the existing
elements with high values of the criterion function.

In the CCSA the element removing procedure also starts
from the selection of elements with the smallest value of cri-
terion function. However, the boundary level of parameter
criterion is chosen for each iteration in order to obtain the
constant value of the removed material volume defined by the
parameter ∆F .

In comparison with the BESO, CCSA has a different
method of increasing the volume of the structure called ’layer
expansion algorithm’ [17]. In this procedure when criterion
function is over the limit, a layer of finite elements is added to
the entire boundary of the structure (see Fig. 2). The process
of volume expansion is continued until the criterion parame-
ter g returns to admissible values. As it was observed, by
increasing and decreasing the structure volume, the algorithm
obtains better solutions after every breakdown on the local
quasi optimum. This scheme is analogous to the simulated
annealing (SA) [18]. In this method the new solution depends
on a global parameter T (called the temperature), that is grad-
ually decreased during the process. The SA algorithm allows
also to increase parameter T, what potentially prevents stock-
ing at local optima.

Fig. 2. The layer expansion algorithm: a structure before (a) and
after operation of adding a layer of finite elements to the structure

boundary (b)

It should be noted that there is similarity of CSSA to two
other optimization methods in which there are local rules to
modify the structure. The first is the bio-inspired remodel-
ing method introduced by Nowak [19]. The remodeling al-
gorithm is based on trabecular bone surface adaptation phe-
nomenon. In the remodeling procedure the process of ma-
terial adding or removing is controlled by a special range
of Strain Energy Density called ’Lazy zone’. The remodel-
ing algorithm compared to CCSA is a more complex proce-
dure.

Cellular Automata (CA) as described in the work of Tovar
et al. [20], Bochenek and Tajs-Zielinska [21], is the second
of the optimization methods in which some similarity to the
CCSA algorithm can be found. The main and fundamental
difference between CA and the CCSA is in the local nature of
the CA procedure and its ’one-way’ model optimization. The
CA procedure starts from a minimum volume of the struc-
ture and increases the volume according to the local rules
of the upgrade. In the same way it is possible that the algo-
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rithm CCSA begins work from a minimum volume but has
a steady increase in volume until the global constraints (such
as allowable stress) are met.

In the compliance constrained optimization for the struc-
tural optimization problems with multi-loads, the weighted
sum of the compliance is usually used. The CCSA method to
take into account forces that act in the asynchronous way on
the structure, a ‘compare and save maximum’ procedure of
summation of constrain criterion values is proposed [22]. The
procedure assumes, that during each iteration for every finite
element only the maximum values of the constraint criterion

of all load cases will be written to the equivalent vector. This
procedure is based on the ’Rainflow Cycle Counting’ method
used in the fatigue analysis [23].

To test the convergence of the algorithm, several bench-
mark problems were used with application of stress constraint
[24–27]. In Figs. 3a-d and 4a-c the results of the tests are pre-
sented. The obtained numerical solutions are consistent with
the data published in the literature for the compliance and
stress constraints [28–31]. However, the numerical solution
of Sokół-Lewiński problem (4c) [27] is probably published
for the first time.

Fig. 3. Results of benchmark problem tests part I: after Ref. [24]
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Fig. 4. Results of benchmark problem tests part II after Refs. [25–27]
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3. Multi-constrained topology optimization

For multi-constrained topology optimization problems follow-
ing normalized constraints are introduced:

gnj(x) ≤
gj(x)

gj

≤ 1, j = [1, 2, . . . , K], (6)

where gnj (x) are the normalized criterion parameters.
To consider an influence of different constraints on the

optimized structure, a new constraint summation method is
applied. For every iteration an equivalent design space Ωeq is
constructed, which is only the mathematical representation of
the design space Ω The equivalent design space for all nor-
malized constraints is calculated according to ‘compare and
save max’ rules. It means that only maximum values among
compared gnj vectors are transferred to the resulting equiva-
lent design space. The normalized constraints of final equiv-
alent design space are used by the constant criterion surface
algorithm of topology optimization.

4. Examples of multi-constrained optimization

Example 1. The problem of L-shaped domain optimization
with horizontal line support and complex loads was select-
ed as an optimization example. The example is based on
the Lewiński-Rozvany analytical benchmarks for topological
optimization III [25] (Fig. 5a). The FE model of the exam-
ple structure with boundary conditions is shown in Fig. 5b,
N = 7500. A pulsating (R = 0) load was applied for the
chosen structure. For a multi-constrained test, two types of
constraints were used, the Dang Van high-cycle fatigue and
von Mises equivalent stress criteria (K = 2).

Fig. 5. Analytical solution [25] (a) and FE model (b) with displace-
ment boundary conditions and pulsating load (R = 0)

The Dang Van criterion is as follows [5, 32]:

max
A

[τ(t) + κσH(t)] ≤ λ, (7)

where A is the area of studied object,

τ(t) =
σ1(t) − σ3(t)

2
,

σH(t) =
1

3
(σ1(t) + σ2(t) + σ3(t)) ,

λ = t
−1,

κ = 3t
−1/f

−1 − 3/2

(f
−1, t−1 stand for reversed bending and reversed torsion fa-

tigue limits).

For an assumed material model (f
−1 = 190 MPa, t

−1 =
114 MPa, σf = 205 MPa) the topology optimization results
for a single constraint (von Mises or Dang Van) are presented
in Figs. 6 and 7.

Fig. 6. The topology optimization results for von Mises constraint
g1 = 205 MPa; F = 21.2%

Fig. 7. The topology optimization result for Dang Van constraint
g2 = 114 MPa; F = 32.2%

The topology optimization result for multi-constraints
(Dang Van and von Mises) is presented in Fig. 8.

The application of the fatigue or fatigue-stress constraints
gave similar results (see Figs. 7 and 8). Whereas, the stress
constraint allowed for the biggest volume reduction. From the
above examples it can be concluded that the addition of the
fatigue constraint has an important influence on the optimum
structure layout. The differences in volume between examples
with fatigue constraints show the accuracy of the algorithm
that depends on the ∆F parameter (∼1%) (see Fig. 1).
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Fig. 8. The topology optimization result for multi-constraint (Dang
Van and von Mises), gn = 1; F = 30.8%

Example 2. In the second example, the influence fatigue
constraint on the L-shaped structure was widely examined.

The fatigue load (Ff ) was reduced to 100 N and various di-
rections of this load was considered. The results of topology
optimization for static (Fs) and fatigue loads are shown in
Fig. 8a-c.

As we see from results of example II, the small value of
fatigue load does not make a significant impact on the struc-
ture volume. However, it has clear influence on the layout of
the structure (see Fig. 9a-c).

Example 3. For the second load case of example II
(Fig. 7b: Fs = −250 N (y); Ff = −100 N (x)), a com-
pliance value (strain energy) was calculated (see Fig. 10).
The compliance value has been used to the single constrained
optimization (see Fig. 11). Finally, the multi-constrained op-
timization was conducted for stress, fatigue and compliance
constraints (K = 3). From the result of optimization shown
in Fig. 12, we can find that the compliance constraint has
an influence on the volume of the structure. The single
compliance constraint formed a complex layout of struc-
ture.

Fig. 9. The topology optimization results for the second example; Fs – is static load force; Ff – is fatigue load force
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Fig. 10. Result of the compliance value test for the second load
case of example 2 (see Fig. 7b), contour map of the gj(x) criterion

function

Fig. 11. The topology optimization result of the compliance con-
straint, g3 = 0.23e-3; F = 23.4%

Fig. 12. The topology optimization result for stress (von Mises), fa-
tigue (Dang Van) and compliance constraints, gn = 1; F = 23.3%

5. Conclusions

In this article, the constant criterion surface algorithm with
multi-constraints was presented. As illustrated in the exam-
ples, the application of normalized constraints and equiv-
alent design space to topology optimization gives a pos-
sibility to solve the optimization problem with stress, fa-
tigue and compliance constraints. In the optimization in-
vestigation, different layouts were obtained for single and
multi-constrained optimization. The results of examples 1–
3, showed a significant difference between the fatigue and
von Mises equivalent stress constraints impact on the opti-
mized structure layout. These results are compatible with the
work of Mrzyglod [33]. However, the results of optimiza-
tion with multi-constraints of the L-Bracket example have
not had yet comparable references in the literature. More-
over, the concept of normalized constraints in conjunction
with the equivalent design space is also presented for the first
time.

The presented methodology addresses the need of find-
ing an easy in application method of optimization with com-
plex constraints, which has the particular meaning for the in-
dustrial application. It seems that the method of constraints
summation, proposed in the article, can also be transferred
to the commonly used methods like SIMP or ESO/BESO
[1,2,16,29], and replace currently in use the procedure of the
weighted sum of normed constraints.
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