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The unified theory of n-dimensional complex

and hypercomplex analytic signals

S.L. HAHN∗ and K.M. SNOPEK
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Abstract. The paper is devoted to the theory of n-D complex and hypercomplex analytic signals with emphasis on the 3-dimensional

(3-D) case. Their definitions are based on the proposed general n-D form of the Cauchy integral. The definitions are presented in signal-

and frequency domains. The new notion of lower rank signals is introduced. It is shown that starting with the 3-D analytic hypercomplex

signals and decreasing their rank by extending the support in the frequency-space to a so called space quadrant, we get a signal having

the quaternionic structure. The advantage of this procedure is demonstrated in the context of the polar representation of 3-D hypercomplex

signals. Some new reconstruction formulas are presented. Their validation has been confirmed using two 3-D test signals: a Gaussian one

and a spherical one.
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1. Introduction

The theory of complex (CS) and hypercomplex (HS) signals

is a subject of many publications involving mathematicians

and engineers [1–12].

The theory of n-D CS with single-orthant spectra is pre-

sented in [9] and [10] The evidence that these signals are

boundary distributions of n-D analytic functions is given

in [11]. This paper extends the evidence for HS which are

boundary distributions of hypercomplex analytic functions.

The case of n=2 has already been explored in [12] where the

theory of 2-D quaternionic HS has been presented. It has been

shown later in [13] that the polar representation of quaternion-

ic signals can be derived starting with the polar representation

of 2-D CS. Here, we present an attempt to find similar rela-

tions between polar representations of 3-D CS and HS. The

organization of the paper is as follows.

In Sec. 2, we define a new hypercomplex Cauchy integral

and show that both n-D CS and HS are boundary distribu-

tions of complex/hypercomplex analytic functions. In Sec. 3,

selected algebras of basis vectors for 3-D octonionic signals

are presented. The Secs. 4 and 5 are devoted to relation-

ships between complex and hypercomplex 2-D and 3-D an-

alytic signals. The Octonionic FT is introduced and the oc-

tonionic signal with a single-octant spectrum is defined. The

Sec. 6 is devoted to the polar representation of 3-D analyt-

ic CS and HS. Some relations for the case 2-D are recalled

and some new results for 3-D signals are presented. In the

next Sec. 7 the hypothesis about the polar form of an octo-

nionic signal is verified basing on numerical examples. The

Sec. 8 is the overview of energy properties of analytic sig-

nals. The last Sec. 9 is the introduction to study of 4-D CS

and HS.

2. The complex and hypercomplex

multidimensional analytic functions defined

by the Cauchy integral

Consider the n-D hypercomplex space Cn of hypercomplex

variables: z = (z1, z2, . . . , zn): zk = xk + ykek where ek
are imaginary units (in the domain of complex numbers they

are usually denoted as zk = xk + jyk). The space Cn is a

Cartesian product of complex planes Ck, k = 1, 2, . . . , n, that

is, Cn = C1 × C2 × . . . × Cn. We define a complex-valued

n-D function f(z), analytic (holomorphic) in the interior of

a region Dn = D1 ×D2 × . . .×Dn, Dn ⊂ Cn,Dk ⊂ Ck.

Fig. 1. The closed contour ∂D of integration in the complex plane

(n = 1)

In [11], it has been shown that n-D analytic signals with

single-orthant spectra are boundary distributions of n-D an-

alytic functions represented by the n-D Cauchy integral. In

this paper, we propose the unified representation of complex

and hypercomplex analytic signals introducing the generalized

form of the Cauchy integral:

f (z) =
1

(2πe1) (2πe1) . . . (2πen)

∮

∂D1

. . .

∮

∂Dn

f (ξ1, . . . , ξn) dnξ

(ξ1 − z1) . . . (ξn − zn)
,

(1)
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where ∂Dk are closed contours in Dk (see Fig. 1 for n = 1).

For n = 1, inserting e1 = j, z1 = z and ∂D1 = ∂D we

obtain the well known Cauchy integral

f (z) =
1

2πj

∮

∂D

f (ξ) dξ

ξ − z
. (2)

In the complex case, all imaginary units in (1) are equal

and usually denoted with j and any order of integration can

be applied. In the general case, if {ek} form the basis of a

non-commutative algebra, the order of integration should be

defined. It can be shown by induction that if (1) is valid for

n− 1, it is also valid for n variables [11]. Therefore, starting

from (2) we can confirm the validity of (1).

It has been shown in [11] that the successive integration of

the classical Cauchy integral yields the following equivalent

two forms of the n-D analytic signal:

ψc (x) =
1

2n

n∏

k=1

(Ik {u (xk)} + e1Hk {u (xk)}), (3)

ψc (x) =
1

2n
u (x) ∗

n∏

k=1

[

δ (xk) + e1
1

πxk

]

, (4)

where Ik is the 1-D identity operator w.r.t. xk given by

Ik {u (xk)} = u (xk) ∗ δ (xk) = u (xk) (5)

and Hk is the 1-D Hilbert transformation operator w.r.t. xk:

Hk {u (xk)} = u (xk) ∗
1

πxk
= vk (x) . (6)

Let us note that using of the factor 1/2n in (3) and (4)

(in order to normalize the energy of a signal) is a matter of

convention.

According to [11], the 1-D analytic signal ψ(t) = u(t) +
e1v(t) is a boundary distribution of the 1-D analytic function

along the 0+ side of the real axis of the z = x + e1y plane

and has the form

ψ (t) = I {u} + e1H {u} = u (t) ∗

[

δ (t) + e1
1

πt

]

. (7)

For n = 2, we have

ψ (x2, x1) = I {u} −H {u} + e1 (H1 {u} +H2 {u}) , (8)

that can be written as a product:

ψ (x2, x1) = (I1 {u} + e1H1 {u}) (I2 {u} + e1H2 {u}) . (9)

The straightforward generalization of (3) for n-D hyper-

complex signals as boundary distributions of (1) is

ψ(x) =

n∏

i=1

(Ii {u (xi)} + eiHi {u(xi)}). (10)

We also have

ψ(x) = u(x) ∗ Ψδ(x), (11)

where

Ψδ (x) =
n∏

i=1

[δ (xi) + ei/πxi] (12)

is called the n-D hypercomplex delta distribution [14, 15].

Note that the signs of ei in (12) are all positive. As it will

explained in Sec. 4, it corresponds to the spectral support in

the 1st orthant of the frequency space. An appropriate change

of signs defines spectral support in other orthants. The nega-

tive sign of a given ei defines a boundary distribution at the

0− side of the real axis in Fig. 1 and the integral contour

included in the half-plane Im z < 0.

3. The choice of the algebra of basis vectors

The form of n-D analytic HS defined as boundary distribu-

tions of the analytic function (1) is not unique and depends

on the algebra of basis vectors {e1, e2, . . . , en}. In this paper,

we apply the Cayley-Dickson algebra [16, 17]. For n = 3,

we have the non-commutative and non-associative algebra

of octonions satisfying multiplication rules presented in Ta-

ble 11. We have eiej = −ejei and ei(ejek) = −(eiej)ek.

Table 2 shows that each ei has three different representations

ei = ejek (−ei = ekej).

Table 1

Cayley multiplication table, n = 3

× 1 e1 e2 e3 e4 e5 e6 e7

1 1 e1 e2 e3 e4 e5 e6 e7

e1 e1 -1 e3 −e2 e5 −e4 −e7 e6

e2 e2 −e3 -1 e1 e6 e7 −e4 −e5

e3 e3 e2 −e1 -1 e7 −e6 e5 −e4

e4 e4 −e5 −e6 -e7 -1 e1 e2 e3

e5 e5 e4 −e7 e6 -e1 -1 −e3 e2

e6 e6 e7 e4 −e5 −e2 e3 -1 −e1

e7 e7 −e6 e5 e4 -e3 −e2 e1 -1

Table 2

Products of imaginary units in the Cayley-Dickson algebra, n = 3

e1 = e2e3 = e4e5 = e7e6 −e1 = e3e2 = e5e4 = e6e7

e2 = e3e1 = e4e6 = e5e7 −e2 = e1e3 = e6e4 = e7e5

e3 = e1e2 = e4e7 = e6e5 −e3 = e2e1 = e7e4 = e5e6

e4 = e5e1 = e6e2 = e7e3 −e4 = e1e5 = e2e6 = e3e7

e5 = e1e4 = e3e6 = e7e2 −e5 = e4e1 = e6e3 = e2e7

e6 = e1e7 = e2e4 = e5e3 −e6 = e7e1 = e4e2 = e3e5

e7 = e2e5 = e3e4 = e6e1 −e7 = e5e2 = e4e3 = e1e6

The author of [18] defined n-D HS using the Clifford al-

gebra with the basis formed by products of imaginary units:

{ei1ei2 . . . eik : 1 ≤ i1 ≤ . . . ≤ ik ≤ n, 0 ≤ k ≤ n}. The

Clifford algebra is non-commutative but associative with e2i =
1 or e2i = −1. It is usually denoted with Clp,q(R) where p is

the number of elements of the basis satisfying e2i = 1 and q
– the number of elements with e2i = −1. So, Cl0,1(R) is the

algebra of complex numbers, Cl1,0(R) – algebra of double

numbers, Cl0,2(R) – algebra of quaternions and Cl0,3(R) –

algebra of split-biquaternions [19]. The multiplication rules in

Cl0,3(R) are presented in Tables 3 and 4 where ω = e1e2e3.

Note that for n = 1 and n = 2, the sub-algebras of Ta-

bles 1 and 3 are the same. As a consequence, it will be shown

1The Table 1, originally invented by Cayley is an example of 480 possible multiplication tables defined as cross-products of basis vectors [20, 21].
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in Sec. 4 that definitions of Quaternionic Fourier transform

(QFT) and Clifford FT coincide for n = 1, 2.

Table 3

Multiplication rules in Cl0,3(R)

× 1 e1 e2 e3 e1e2 e1e3 e2e3 ω

1 1 e1 e2 e3 e1e2 e1e3 e2e3 ω

e1 e1 -1 e1e2 e1e3 -e2 -e3 ω -e2e3

e2 e2 -e1e2 -1 e2e3 e1 -ω -e3 e1e3

e3 e3 -e1e3 -e2e3 -1 -ω e1 e2 e1e2

e1e2 e1e2 e2 -e1 ω -1 e2e3 -e1e3 -e3

e1e3 e1e3 e3 ω -e1 -e2e3 -1 e1e2 -e2

e2e3 e2e3 -ω e3 -e2 e1e3 -e1e2 -1 e1

ω ω e2e3 -e1e3 -e1e2 e3 e2 -e1 1

Table 4

Products of imaginary units in the Clifford algebra, n = 3

e1 =e2(e1e2)=e3(e1e3)=(e2e3)ω e1=(e1e2)e2 =(e1e3)e3 =ω(e2e3)

e2=e3(e2e3)=(e1e2)e1 =ω(e1e3) e2=e1(e1e2)=(e2e3)e3 =(e1e3)ω

e3 =(e1e3)e1 =(e2e3)e2 =ω(e1e2) e3 =e1(e1e3)=e2(e2e3)=(e1e2)ω

e1e2 =e1 ·e2 =e3ω=(e1e3)(e2e3) e1e2 = e2 ·e1 =ωe3 =(e2e3)(e1e3)

e1e3 =e1 ·e3 =e2ω=(e2e3)(e1e2) e1e3 =e3 ·e1 =ωe2 =(e1e2)(e2e3)

e2e3 =e2 ·e3 =(e1e2)(e1e3)=ωe1 e2e3 =e3 ·e2 =(e1e3)(e1e2)=e1ω

ω=e1(e2e3)=(e1e2)e3 =(e1e3)e2 -ω=(e2e3)e1 =e3(e1e2)=e2(e1e3)

4. Complex and hypercomplex Fourier

transforms

As described in the next section, analytic signals can be al-

ternatively defined using inverse Fourier transforms of their

spectra. Let us define three basic FTs of a n-D real signal u(x),
x = (xn, xn−1, . . . , x2, x1) applied in this paper. The Fouri-

er transformations define respectively complex/hypercomplex

spectra: U(f ), f = (fn, fn−1, . . . , f2, f1).

4.1. The complex n-D FT. The n-D complex Fourier trans-

form is given by the integral

Uc(f )=

∫

Rn

u(x)
n∏

i=1

exp (−e12πfixi)d
nx=Re + e1Im (13)

and its inverse is

u(x) =

∫

Rn

Uc(f )
n∏

i=1

exp (e12πfixi) d
nf . (14)

Note that the choice of the imaginary unit e1 in (13)–

(14) is arbitrary because there are two other options: e2 and

e3. However applying e1, we will see that definitions of the

complex FT, Cayley-Dickson FT and Clifford FT coincide for

n = 1.

4.2. Two hypercomplex Fourier transforms. There are

many possible definitions of hypercomplex Fourier transforms

dictated by the choice of the algebra of imaginary units {e1,

e2, . . . , en}, as it has been mentioned in Sec. 3. In this paper,

the dominant role plays the hypercomplex FT with imaginary

units satisfying the multiplication rules of the Cayley-Dickson

algebra (see Tables 1, 2) [15]:

UCD(f) =

∫

Rn

u(x)
n−1∏

i=0

exp (−e2i2πfi+1xi+1) d
nx (15)

and its inverse

u(x)=

∫

Rn

(
n−1∏

i=0

exp (e2n−i−12πfn−ixn−i)

)

UCD(f)dnf . (16)

Note that in (15), we apply in the exponent the following

sequence of imaginary units: e1, e2, e4, e8, . . . . Different-

ly, the sequence e1, e2, e3, e4, . . . is applied in the Clifford

Fourier transform defined by the integral

UCl(f ) =

∫

Rn

u(x)
n∏

i=1

exp (−ei2πfixi) d
nx. (17)

This name is not unique since we can apply different

Clifford algebras. Let us notice that for n = 1, the formu-

las (13), (15) and (17) define all the same 1-D complex FT:

U(f) =

∫

R

u(x) exp (−e12πfx)dx where x = t denotes usu-

ally a time variable. For n = 2, (15) and (17) define the same

Quaternionic Fourier Transform (QFT):

QFT(f2, f1)=

∫

R2

u(x2, x1)e
−e12π f1x1e−e22πf2x2dx2dx1. (18)

Its inverse is

u(x2, x1) =

∫

R2

QFT(f2, f1)e
e12π f1x1ee22πf2x2df2df1. (19)

Note that due to the non-commutativity of quaternions,

the order of imaginary units in (17)–(18) is strictly deter-

mined and its change gives other definitions of hypercomplex

FTs.

Next for n = 3, (15) and (16) define the so called Octo-

nionic Fourier Transform (OFT) and its inverse:

OFT(f) =

∫

R3

u(x)e−e12π f1x1e−e22πf2x2e−e42πf3x3d3x, (20)

u(x) =

∫

R3

ee42πf3x3ee22πf2x2ee12π f1x1OFT(f)d3f. (21)

Again, the order of imaginary units in (20)–(21) is strictly

defined and its change gives another definition of the OFT.

4.3. The comparison of the 3-D CFT with the OFT. Let us

compare the 3-D FT and the OFT of a 3-D real signal u(x3,

x2, x1) expressed as a union of eight terms (see Appendix A):

u(x3, x2, x1) = ueee + ueeo + ueoe + ueoo+

+ uoee + uoeo + uooe + uooo,
(22)

where the subscripts define even parity (e) and odd parity (o)
w.r.t. variables (x3, x2, x1). Note that if e represents a binary

“0” and o - a binary “1”, we get the binary sequence: 000,

001, 010, 011, 100, 101, 110, 111 of subscripts in (22). The

insertion of (22) into (13) yields the 3-D Fourier spectrum
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U(f3, f2, f1) = Ueee − Ueoo − Uoeo − Uooe+

+ e1(−Ueeo − Ueoe − Uoee + Uooo) =

= Re(f3, f2, f1) + e1Im(f3, f2, f1).

(23)

The corresponding OFT of (22) is

OFT(f3, f2, f1) = Ueee − e1Ueeo − e2Ueoe+

+ e3Ueoo − e4Uoee + e5Uoeo + e6Uooe − e7Uooo.
(24)

Note also that 3-D signals symmetric w.r.t the origin,

e.g. the zero-mean 3-D Gaussian signals (see Appendix B),

have only the real spectrum (Im = 0). The imaginary part

of (23) exists only if the symmetric signal is shifted to

a new origin by x30, x20 and x10 along the axes x3, x2

and x1 respectively. Due to the signal-domain shift prop-

erty of the FT, the resulting spectrum is multiplied by

e−e12π f3x30e−e12πf2x20e−e12πf1x10 . For symmetric signals,

the Eq. (24) reduces to

OFT(f3, f2, f1) = Ueee + e3Ueoo + e5Uoeo + e6Uooe. (25)

Both the complex and hypercomplex FT give exactly the

same information about the frequency content of the n-D real

signal. The choice of a method is a matter of convention or

interpretation and is based on pure technical reasons.

4.4. Closed formulae enabling calculation of QFT and

OFT starting with the CFT. A good evidence of the above

statement is given by relations between the complex FT (13),

the QFT (18) and OFT (20). The QFT can be calculated start-

ing with the 2-D FT [6]:

QFT(f2, f1) = Uc(f2, f1)
1 − e3

2
+ Uc(−f2, f1)

1 + e3
2

. (26)

Similarly, we have shown (derivation in Appendix C) that

the OFT is related to the 3-D FT by the following formula:

OFT(f3, f2, f1) =
1

4
Uc (f3, f2, f1) (1 − e3 − e5 − e6)+

+
1

4
Uc(−f3, f2, f1)(1 − e3 + e5 + e6)+

+
1

4
Uc (f3,−f2, f1) (1 + e3 − e5 + e6)+

+
1

4
Uc (−f3,−f2, f1) (1 + e3 + e5 − e6) .

(27)

It should be pointed out that if in (13) the imaginary unit

e1 were replaced with e2 or e4 (see the remark following

(14)), the formulas (26)–(27) would change. A similar formu-

la exists also for the 3-D Clifford FT.

5. Complex and Hypercomplex 2-D

and 3-D analytic signals

5.1. Frequency-domain definitions. The notion of the ana-

lytic signal with a single-orthant spectra has been introduced

by Hahn [9] in 1992 and defined by the inverse FT (14) of

a single-orthant spectrum. Later, the same author has shown

that analytic signals with single-orthant spectra are boundary

distributions of analytic functions [11]. Let us recall that the

orthant is a half-axis in the 1-D case, a quadrant in 2-D, an

octant in 3-D, etc. The frequency-domain definition of the

analytic signal with a single-orthant spectrum is

ψ(x) = FT−1 {Spectrum × Single − orthant Operator} , (28)

Single − orthant Operator =
1

2n

n∏

i=1

(1 + sgnfi). (29)

Figure 2 presents the applied labelling of orthants in the

1-D, 2-D and 3-D frequency spaces (Notations: si = sgnfi,
1 + si = 2 · 1 (fi) where 1 (fi) is a unit-step function). All

orthants in the half-space f1 > 0 are labelled with odd num-

bers.

Fig. 2. Labelling of orthants in the 1-D, 2-D, 3-D frequency space

and single-orthant operators

The factor 1/2n in (29) can be omitted since it only nor-

malizes the energy of a signal. So, if the energy of a real

signal is Eu, the energy of the corresponding analytic signal

is equal 2nEu. We observe that a suitable change of signs

of signum functions in (29) yields the spectrum in other or-

thants of the frequency space. Such a change corresponds

to the change of signs of corresponding basis vectors in the

Cauchy integral (1).

We see that the n-D frequency-space is divided into

N = 2n orthants. Therefore, Eq. (28) defines 2n different an-

alytic signals. In consequence, due to the Hermitian symmetry

of the Fourier transformation, a n-D real signal is represented

by N/2 = 2n−1 analytic signals. In this paper, we are fo-

cused on signals with spectra in the half-space f1 > 0. As

mentioned above, a 2-D real signal is equivalently represented

by a single quaternionic analytic signal with a spectral support

in the 1/4 of the frequency-space. It is a consequence of the

quaternionic Hermitian symmetry of the QFT described in [2]

and [12]. In the hypercomplex 3-D case, the full information

about the frequency content of a real signal is included in the

1/8 of the (f3, f2, f1)-space.
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5.2. Signal-domain definition. Let us investigate details of

Eq. (11). All analytic signals, complex or hypercomplex, are

defined in the signal domain using the same real signal u(x)

and its total and partial Hilbert transforms as shown in (3)

and (10). In the 2-D case, the convolutions

vi (x2, x1) = u (x2, x1) ∗ 1/(πxi) (30)

define respectively two 2-D partial Hilbert transforms w.r.t.

x1 and x2: v1 and v2. The total 2-D Hilbert transform v is

given by

v (x2, x1) = u (x2, x1) ∗ ∗1
/(
π2x1x2

)
. (31)

In 3-D, we have three 1st-order partial Hilbert transforms

vi, i = 1, 2, 3:

vi (x3, x2, x1) = u (x3, x2, x1) ∗ 1/(πxi) (32)

and three 2nd-order partial Hilbert transforms vij , i < j,
i, j = 1, 2, 3:

vij (x3, x2, x1) = u (x3, x2, x1) ∗ ∗1
/(
π2xixj

)
. (33)

The total 3-D Hilbert transform is given by

v(x3, x2, x1) = u(x3, x2, x1) ∗ ∗ ∗ 1
/
(π3x1x2x3). (34)

Complex analytic 2-D and 3-D signals. In the 2-D case,

the half-space f1 > 0 is divided into 2 quadrants as shown

in Fig. 2. Therefore, we can define two analytic signals with

spectra in quadrants No. 1 and 3 respectively [9, 10]. Using

single-quadrant operators presented in Fig. 2 and applying the

definition (28) we get:

ψ1 (x2, x1) = F−1 {(1 + s1) (1 + s2)U (f2, f1)} =

= u− v + e1 (v1 + v2) ,
(35)

ψ3 (x2, x1) = F−1 {(1 + s1) (1 − s2)U (f2, f1)} =

= u+ v + e1 (v1 − v2) .
(36)

Note that in (35) and (36) we omitted the normalization

factor 1/4 in order to simplify the notation.

In the 3-D case, in the half-space f1 > 0 we have 4 oc-

tants as shown in Fig. 2. Therefore for a real signal u(x3,

x2, x1), we get four different complex analytic signals with

spectral supports respectively in octants No. 1, 3, 5 and 7 (see

Fig. 2):

ψ1 (x3, x2, x1) =

= u− v12 − v13 − v23 + e1 (v1 + v2 + v3 − v) , (37)

ψ3 (x3, x2, x1) =

= u+ v12 − v13 + v23 + e1 (v1 − v2 + v3 + v) , (38)

ψ5 (x3, x2, x1) =

= u− v12 + v13 + v23 + e1 (v1 + v2 − v3 + v) , (39)

ψ7 (x3, x2, x1) =

= u+ v12 + v13 − v23 + e1 (v1 − v2 − v3 − v) .
(40)

Hypercomplex analytic 2-D and 3-D signals. The 2-D

quaternionic analytic signals given by the inverse QFT (19) of

the single-quadrant quaternionic spectra (in quadrants No. 1

and 3) are [2, 7]:

ψq1 (x2, x1) =

= QFT−1 {(1 + s1) (1 + s2) Uq (f2, f1)} =

= u+ e1v1 + e2v2 + e3v,

(41)

ψq3 (x2, x1) =

= QFT−1 {(1 + s1) (1 − s2) Uq (f2, f1)} =

= u+ e1v1 − e2v2 − e3v.

(42)

We see that (35), (36), (41) and (42) are defined exactly

by the same functions.

The 3-D octonionic analytic signal with the 1st-octant

spectral support is equal to the inverse OFT (21) of the 1st-

octant octonionic spectrum:

ψo1 (x3, x2, x1) =

= OFT−1 {(1 + s1) (1 + s2) (1 + s3) Uo (f3, f2, f1)} =

= u+ e1v1 + e2v2 + e3v12 + e4v3 + e5v13 + e6v23 + e7v
(43)

which can be expressed as a complex sum of two quaternionic

signals:

ψo1 = u+ e1v1 + e2v2 + e3v12
︸ ︷︷ ︸

ψq1

+

+ (v3 + e1v13 + e2v23 + e3v)
︸ ︷︷ ︸

ψq2

·e4
(44)

or as a union of four complex signals:

ψo1 = u+ e1v1
︸ ︷︷ ︸

ψc1

+ (v2 + e1v12)
︸ ︷︷ ︸

ψc2

·e2 + (v3 + e1v13)
︸ ︷︷ ︸

ψc3

·e4

+ (v23 + e1v)
︸ ︷︷ ︸

ψc4

·e6.
(45)

Using the same reasoning, we get octonionic signals with

spectral support in next octants labelled 3, 5 and 7 (the sub-

script indicates the octant number):

ψo3 = ψc1 − ψc2e2 + ψc3e4 − ψc4e6, (46)

ψo5 = ψc1 + ψc2e2 − (ψc3e4 + ψc4e6) , (47)

ψo7 = ψc1 − ψc2e2 − (ψc3e4 − ψc4e6) . (48)

5.3. Notion of the ranking of complex/hypercomplex ana-

lytic signals. Let us explain the notion of ranking using the

example of a 3-D signal. Let us assign to the four signals ψoi ,
i = 1, 3, 5, 7 the highest rank R = 3. The idea is based on

addition of two signals defined by (45) and (47) (respectively

(46) and (48)) in such a way that its spectral support is dou-

bled forming a so-called space quadrant. A space-quadrant is

a union of two octants having a common plane in 3-D. We

get

ψo1,5 (x3, x2, x1) =
ψo1 + ψo5

2
=

= ψq1 = u+ e1v1 + e2v2 + e3v12

(49)

Bull. Pol. Ac.: Tech. 59(2) 2011 171



S.L. Hahn and K.M. Snopek

and

ψo3,7 (x3, x2, x1) =
ψo3 + ψo7

2
=

= u+ e1v1 − (e2v2 + e3v12)
(50)

i.e., two signals of rank R = 2 which have a quaternionic

structure. The signal with the lowest rank R = 1 having a

complex structure is

ψo1,3,5,7 (x3, x2, x1) =
ψo1 + ψo3 + ψo5 + ψo7

4
= u+ e1v1. (51)

Its support is limited to the half-space f1 > 0. The no-

tion of ranking is useful especially in the context of the polar

representation of signals. Let us note that the authors of [7]

applied to (51) the name “partial analytic signal”.

6. Polar representation of 3-D analytic signals

The polar representation of 1-D and 2-D signals is widely used

in science and technology [25–27]. For a given real signal,

there are many ways of defining a corresponding complex sig-

nal. This yields many possible definitions of its polar form.

The polar representation of a real signal using its analytic

form with single-orthant spectrum is unique. The evidence

for 1-D signals is presented in [9, 10]. In order to define the

polar form of octonionic signals, we need to recall some facts

concerning the 2-D complex and quaternionic signals.

6.1. Polar representation of 2-D complex and quaternion-

ic analytic signals. The 2-D analytic signals (35) and (36)

can be written as

ψ1 (x2, x1) = A1 (x2, x1) ee1ϕ1(x2,x1), (52)

ψ3 (x2, x1) = A3 (x2, x1) ee1ϕ3(x2,x1), (53)

where the local amplitudes (squared) are

A2
1 (x2.x1) = u2 + v2

1 + v2
2 + v2 + 2 (v1v2 − uv) , (54)

A2
3 (x2.x1) = u2 + v2

1 + v2
2 + v2 − 2 (v1v2 − uv) (55)

and local phase functions are given by

tanϕ1 (x2, x1) =
v1 + v2
u− v

, (56)

tanϕ3 (x2, x1) =
v1 − v2
u+ v

. (57)

According to the definition introduced in [12], the 2-D

quaternionic analytic signal (41) is defined in the following

polar form:

ψq (x2, x1) = A0ee1φ
q
1ee3φ

q
3ee2φ

q
2 , (58)

where

A0 =
√

u2 + v2
1 + v2

2 + v2 (59)

is the amplitude and φq1, φq2, φq3 are Euler angles represent-

ing three different phase functions. The Euler angles can be

calculated from

tan 2φq1 = R32/R22, (60)

tan 2φq2 = R13/R11, (61)

sin 2φq3 = R12

/
A2

0, (62)

where Rij are elements of the Rodriguez matrix: M (ψq) =
(Rij) [2], i.e.,

R11 = u2 + v2
1 − v2

2 − v2, R12 = 2 (uv − v1v2) ,

R13 = 2 (v1v + uv2) , R21 = 2 (v1v2 + uv) ,

R22 = u2 − v2
1 + v2

2 − v2, R23 = 2 (v2v − uv1) ,

R31 = 2 (v1v − uv2) , R32 = 2 (v2v + uv1) ,

R33 = u2 − v2
1 − v2

2 + v2.

(63)

It has been proved in [13] that there are closed formulae

enabling conversion from complex to quaternionic approach

based on the equality: tan (α± β) = tanα+tan β
1∓tanα tan β . The full

derivation is presented in the Appendix D. As shown in [13],

we have

A2
0 =

A2
1 +A2

3

2
, (64)

ϕ1 =
1

2
(φq1 + φq2) , (65)

ϕ3 =
1

2
(φq1 − φq2) , (66)

sin 2φq3 =
A2

1 −A2
3

A2
0

. (67)

Reconstruction of a 2-D real signal. The real signal

u(x2, x1) can be reconstructed from its complex polar repre-

sentation (52)–(53) (two amplitudes and two phase functions)

using the formula [9]

urec (x2, x1) =
A1 cosϕ1 +A3 cosϕ3

2
(68)

or from the quaternionic polar representation (58) (one am-

plitude and three phases) as follows:

urec (x2, x1) = A0 (cosφq1 cosφq2 cosφq3−

− sinφq1 sinφq2 sinφq3) .
(69)

6.2. Polar representation of 3-D complex and octonionic

analytic signals. The 3-D complex signals (37)–(40) with

single-octant spectra have the following polar forms

ψ1 (x3, x2, x1) = A1ee1ϕ1 , (70)

ψ3 (x3, x2, x1) = A3ee1ϕ3 , (71)

ψ5 (x3, x2, x1) = A5ee1ϕ5 , (72)

ψ7 (x3, x2, x1) = A7ee1ϕ7 , (73)

i.e., are defined by four amplitudes and four phase functions.

Having in mind (52)–(53) and (70)–(73), we can now formu-

late a lemma:

Lemma. The total number of amplitude and phase functions

of n-D complex/hypercomplex analytic signals is M = 2n.

The above lemma is evident for complex analytic signals.

Let us assume that it is also true for hypercomplex analytic

signals. It has been already proven for n = 2 in [13] (complex

case 2 + 2, quaternionic: 1 + 3)). The case of 3-D hypercom-

plex analytic signals will be studied below.
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The polar representation of the octonionic signal is actu-

ally only a partially solved problem. Having in mind the rela-

tions between octonions and the 7-dimensional cross-product

[23], we are looking for its resolution in the exceptional Lie

group G2 – a subgroup of rotations in seven dimensions SO(7)

[24, 25].

Assuming that the polar form of an octonion can be the

most probably derived starting with the four amplitudes and

four phase functions of complex signals given by (70)–(73),

we posit (with an indirect evidence) that such a derivation

should be based on the formula of the tangent of a sum of

four angles (in analogy to the 2-D case, as described in Ap-

pendix D). Such a procedure yields a formidable algebraic

representation of the eventual 7-D extension of the Rodriguez

matrix (see Appendix E). At present, we have been unable to

derive such a matrix and received no advice from any experts

working in the field. However, using deduction supported by

the 2-D case and partly derivations, we arrived to the follow-

ing polar representation of the octonionic analytic signal:

ψo1 (x3, x2, x1) =

= A0ee1φ
o
1ee3φ

o
3ee2φ

o
2ee7φ

o
7ee4φ

o
4ee6φ

o
6ee5φ

o
5 ,

(74)

where

A0 =
√

u2 + v2
1 + v2

2 + v2
12 + v2

3 + v2
13 + v2

23 + v2 (75)

is the amplitude and φoi , i = 1, 2, . . . , 7 are seven phase func-

tions. Let us explain the structure of (74). The order of ex-

ponents ee1φ
o
1ee3φ

o
3ee2φ

o
2 and ee4φ

o
4ee6φ

o
6ee5φ

o
5 is similar to the

order used in (58). The central position of ee7φ
o
7has been posit-

ed arbitrary. The seven phases φo1, . . . , φ
o
7 form two groups:

{φo1, φ
o
2, φ

o
4, φ

o
5} and {φo3, φ

o
6, φ

o
7}. The first group is defined

as linear combinations of four phase functions ϕi, i =1, . . . 4,

of 3-D complex analytic signals (see (70)–(73)):

φo1 = (ϕ1 + ϕ3 + ϕ5 + ϕ7)/4, (76)

φo2 = (ϕ1 + ϕ3 − ϕ5 − ϕ7)/4, (77)

φo4 = (ϕ1 − ϕ3 + ϕ5 − ϕ7)/4, (78)

φo5 = (ϕ1 − ϕ3 − ϕ5 + ϕ7)/4. (79)

In the case of separable 3-D signals, i.e., u (x3, x2, x1) =
f1 (x1) f2 (x2) f3 (x3), the corresponding complex signal is

ψ1 (x3, x2, x1) = ψa (x1) ψb (x2) ψc (x3) with ψa (x1) =
Aae

e1α1 , ψb (x2) = Abe
e1α2 , ψc (x3) = Ace

e1α3 . All four

amplitudes are equal: A1 = A3 = A5 = A7 = AaAbAc and

four phase functions are

ϕ1 = α1 + α2 + α3, (80)

ϕ3 = α1 − α2 + α3, (81)

ϕ5 = α1 + α2 − α3, (82)

ϕ7 = α1 − α2 − α3. (83)

The insertion of (80)–(83) into (76)–(79) yields φo1 = α1,

φo2 = α2, φo4 = α3, φo5 = 0. In this case, we get identi-

cal polar forms of the 3-D complex and octonionic signals:

A0ee1φ
o
1ee2φ

o
2ee4φ

o
4 . Such a simplification is possible only if

the phase functions of the second group: φo3, φo6,φo7 have a

similar structure as the phase functions of the 2-D quater-

nionic signal given by (67). They should be functions of four

amplitudes A1, A3, A5, A7 and vanish if these amplitudes

are equal. Having this in mind, we posit the following forms:

sin (4φo3) =
A2

1 −A2
3

A2
1 +A2

3

, (84)

sin (4φo6) =
A2

5 −A2
7

A2
5 +A2

7

, (85)

sin (4φo7) =
A2

1 +A2
3 −A2

5 −A2
7

A2
1 +A2

3 +A2
5 +A2

7

. (86)

1. Reconstruction of a 3-D real signal

The 3-D real signal can be reconstructed from its complex

analytic signal (four amplitudes and four phase functions) by

urec (x3, x2, x1) =

Ac1 cosϕc1 +Ac3 cosϕc3 +Ac5 cosϕc5 +Ac7 cosϕc7
4

.
(87)

In the hypercomplex case, the polar form (74) yields the

following reconstruction formula of the 3-D real signal u(x3,

x2, x1):

urec (x3, x2, x1)=A0 [c1c2c3c4c5c6c7 + s1s2s3c4c5c6c7

−s1c2c3s4s5c6c7 + c1s2s3s4s5c6c7 − s1s2c3s4c5s6c7

+s1c2s3s4c5s6c7 − c1c2s3c4s5s6c7 − s1s2c3c4s5s6c7

+c1c2s3s4c5c6s7 + s1s2c3s4c5c6s7 + c1s2c3c4s5c6s7

−c1c2c3s4s5s6s7 − s1s2s3s4s5s6s7

(88)

with ci = cosφoi and si = sinφoi . For 3-D separable signals

(87) and (88) are reduced to a common form

urec (x3, x2, x1) = A0 cosα1 cosα2 cosα3. (89)

Let us mention that (74) could not be defined using the

Clifford 3-D analytic signal, since the amplitude (75) differs

by the sign of v2. This is caused by the multiplication rule

ω2 = 1 (see Table 3).

7. Verification of the polar form

of octonionic analytic signals

Let us verify the polar form of the octonion analytic signal

(79) using numerical calculations of the amplitude and seven

phase functions of two test signals: the 3-D Gaussian signal

(the most smooth one of all signals) and the signal in form

of a sphere with a sharp edge. The verification compares the

original signal u(x) with the signal reconstructed using the

amplitude and seven phase functions defined by (76)–(79)

and (84)–(86) basing on cross-sections u (x3 = 0, x2, x1) and

urec (x3 = 0, x2, x1). We proceeded as follows:

1. We calculated four amplitudes and four phase functions of

complex analytic signals (70)–(73). The signal u(x) and

its seven Hilbert transforms are calculated using the in-

verse FT of their spectra. Note that due to the constraints

of numerical calculations, it is not advisable to calculate

the signal u(x) directly from its representation in the signal
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domain x and the Hilbert transforms using the inverse FT

of the spectra.

2. In the next step we calculate the amplitude and seven phase

functions using (76)–(79) and (84)–(86) and compare the

reconstructed signal given by the formula (88) with the

original signal u(x).

Case 1. Non-separable Gaussian signal: σ1 = σ2 = σ3 = 0.5
and ρ12 = ρ13 = ρ23 = 0.7.

The cross-section of the original signal u (x3 = 0, x2, x1)
is shown in Fig. 3 and its reconstructed replica (88)

urec (x3 = 0, x2, x1) in Fig. 4. Their difference illustrated in

Fig. 5 is small but not negligible. We failed to find an alterna-

tive modification of phase angles (84)–(86) giving a smaller

difference.

Fig. 3. Cross-section u (x3 = 0, x2, x1)of the real Gaussian 3-D non-

separable signal

Fig. 4. The signal reconstructed using (88). It differs only slightly

from the original signal of Fig. 3

Fig. 5. The difference between the signal reconstructed using (68)

and the original signal of Fig. 3

Case 2. A separable Gaussian signal: ρ12 = ρ13 = ρ23 = 0.

The difference of both cross-sections, as expected, equals

zero. The case 2 validates (76)–(79) and (84)–(86). Let us

have a comment on the non-separable case. We have two al-

ternatives: Firstly, (84)–(86) could be improved and secondly,

such an improvement is impossible. This dilemma could be

solved only by theoretical derivation of (73).

Case 3. Non-separable Gaussian signal of Case 1. Compar-

ison of cross-sections for quaternionic 3-D signal of rank 2.

Here the reconstruction is perfect as shown in Fig. 6.

Fig. 6. The difference between the non-separable real 3-D Gaussian

signal and its reconstructed versions defined by (49) (rank-2 hyper-

complex) and (69) (complex). In both cases the reconstruction is

perfect

Case 4. The original signal has the form of a sphere (see Ap-

pendix F). Its cross-section for x3 = 0 is illustrated in Fig. 7.

However in calculations, we used the signal derived by the

inverse Fourier transform of the spectrum. Differently to the

Gaussian case, this signal differs from the original one due to

the Gibb’s and edge effects. The corresponding cross-section

is shown in Fig. 8 and the difference in Fig. 9. The cross-

section urec (x3 = 0, x2, x1) of the signal reconstructed using

(88) is shown in Fig. 10 and the difference in Fig. 11. We see

that the difference is large only at the edges.

Fig. 7. The cross-section u (x3 = 0, x2, x1) of the sphere given by

(F1)

Fig. 8. The cross-section u (x3 = 0, x2, x1) obtained by the numeri-

cal calculation of the inverse Fourier transform of the spectrum given

by (F2)

174 Bull. Pol. Ac.: Tech. 59(2) 2011



The unified theory of n-dimensional complex and hypercomplex analytic signals

Fig. 9. The difference of cross-sections of the signal calculated in the

signal domain (Fig. 7) and calculated using the inverse FT (Fig. 8)

Fig. 10. The cross-section urec (x3 = 0, x2, x1) of the sphere recon-

structed using Eq. (88)

Fig. 11. The difference of cross-sections from Figs. 8 and 10

Case 5. We repeated the reconstruction of the sphere using

the rank-2 quaternionic 3-D representation (49) and its polar

form (58). Figure 12 shows the cross-section of the recon-

structed signal and Fig. 13 the difference of Figs. 8 and 12.

The error is negligible.

Fig. 12. The cross-section urec (x3 = 0, x2, x1)obtained from rank-

2 octonionic signals (50)

Fig. 13. The difference of cross-sections from Figs 8 and 12

8. Energies of signals with single-othant spectra

The energies of signals with single-orthant spectra can be

calculated either in signal- or in frequency domains. Here we

present the frequency domain approach. It is well known that

the complex spectrum defined by the FT (13) is redundant.

Due to the Hermitian symmetry of FT, we have to consider

only a half-space spectrum, in this paper a half-space f1 > 0.

The energy of a given signal is defined by the integral of the

energy density over the volume V of a given orthant:

Ei =

∫

V

(energy density) dV , (90)

e.g., in the half-space f1 > 0, for orthants labelled 1, 3, 5,

7,. . . . (see Fig. 2).

The energies of complex and hypercomplex signals are

different. Let us present examples for 2-D and 3-D signals.

For convenience of presentation, let us consider signals with

a real spectrum defined by (13) (e.g. zero-mean Gaussian sig-

nals).

8.1. Case 2-D. We have the following spectra

U1 (f2, f1) = Uee − Uoo, (91)

U3 (−f2, f1) = Uee + Uoo. (92)

The energy densities are defined by U2
1 and U2

3 . Evidently,

we have

E1 = Eee + Eoo − 2Eeo, (93)

E3 = Eee + Eoo + 2Eeo, (94)

i.e, the energies of signals with spectra in the 1st and 3rd

quadrants differ by the amount of the mutual term 2Eeo.
The authors of [12] have shown that the spectra of quater-

nionic 2-D signals have the property of quaternionic Her-

mitian symmetry. In our example we have

U q1 (f2, f1) = Uee − e1Uoo, (95)

U q3 (−f2, f1) = Uee + e1Uoo. (96)

Evidently, the energy densities are

U q1 (U q1 )
∗

= U q3 (U q3 )
∗

= U2
ee + U2

oo (97)

so the energies in both quadrants are the same.

Bull. Pol. Ac.: Tech. 59(2) 2011 175



S.L. Hahn and K.M. Snopek

8.2. Case 3-D. For signals with a real spectrum we have

U1 (f3, f2, f1) = Ueee − Ueoo − Uoeo − Uooe, (98)

U3 (f3,−f2, f1) = Ueee + Ueoo − Uoeo + Uooe, (99)

U5 (−f3, f2, f1) = Ueee − Ueoo + Uoeo + Uooe, (100)

U7 (−f3,−f2, f1) = Ueee + Ueoo + Uoeo − Uooe. (101)

The energy densities in successive octants differ having

the form

U2
i = U2

eee + U2
eoo + U2

oeo + U2
ooe + Mutual terms, (102)

where mutual terms may be different in successive octants. In

consequence, the energies E1, E3, E5 and E7 may differ.

For the hypercomplex octonic spectra:

Uo1 (f3, f2, f1) = Ueee + e3Ueoo + e5Uoeo + e6Uooe, (103)

Uo3 (f3,−f2, f1) = Ueee−e3Ueoo+e5Uoeo−e6Uooe, (104)

Uo5 (−f3, f2, f1) = Ueee+e3Ueoo−e5Uoeo−e6Uooe, (105)

Uo7 (−f3,−f2, f1) = Ueee−e3Ueoo−e5Uoeo+e6Uooe (106)

all energy densities in all octants are the same and equal

(Uoi )
2

= U2
eee + U2

eoo + U2
oeo + U2

ooe. (107)

8.3. Rank-2 signals. Despite the fact that energies of all four

rank-3 octonionic signals are the same, the energies of rank-2

signals with space-quadrant spectral support are different and

depend on the orientation of space quadrants (two posibili-

ties). For the orientation along the f3 axis, we have

Uo1,5 =
Uo1 + Uo5

2
= Ueee + e3Ueoo, (108)

Uo3,7 =
Uo3 + Uo7

2
= Ueee − e3Ueoo (109)

and for the orientation along the f2 axis

Uo1,3 =
Uo1 + Uo3

2
= Ueee + e5Ueoe, (110)

Uo5,7 =
Uo5 + Uo7

2
= Ueee − e5Ueoe. (111)

For these two pairs of conjugate rank-2 signals, the energy

densities may be different and then yield different energies.

Note the fact that though we assumed for complex signals

a real spectrum, the corresponding spectra of hypercomplex

signals are hypercomplex.

9. 4-D analytic signals

The general formula (28) defining the n-D complex signals

with single-orthant spectra can be used to derive eight 4-D

analytic signals with spectra in 8 octants of the half-space

f1 > 0 (labelled 1, 3, 5, 7, 9, 11, 13, 15), representing a 4-D

real signal u(x4, x3, x2, x1). Such a signal has in general 16

terms of different parity w.r.t. variables x4, x3, x2, x1. We

have

u(x) = ueeee + ueeeo + . . .+ uoooe + uoooo, (112)

where subscripts represent successive binary numbers (ac-

cording to the convention: e – “0”, o – “1”). The 4-D FT

yields the following complex spectrum

U(f) = Ueeee − Ueeoo − Ueooe − Ueoeo − Uoeoe−

−Uoeeo − Uooee − Uoooo − e1(Ueeeo + Ueeoe+

+Ueoee − Ueooo + Uoeee + Uoeoo + Uooeo + Uoooe)

(113)

Applying (15) for n = 4 and the multiplication rules of

the algebra of sedenions (see Table 4), we obtain the corre-

sponding hypercomplex spectrum:

UCD(f) = Ueeee − e1Ueeeo − e2Ueeoe + e3Ueeoo−

−e4Ueoee + e5Ueoeo + e6Ueooe − e7Ueooo−

−e8Uoeee + e9Uoeeo + e10Uoeoe − e11Uoeoo+

+e12Uooee − e13Uooeo − e14Uoooe + e15Uoooo.

(114)

Table 4

Cayley multiplication table, n = 4

× 1 e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14 e15

1 1 e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14 e15

e1 e1 -1 e3 −e2 e5 −e4 −e7 e6 e9 -e8 −e11 e10 −e13 e12 e15 −e14

e2 e2 −e3 -1 e1 e6 e7 −e4 −e5 e10 e11 -e8 −e9 −e14 −e15 e12 e13

e3 e3 e2 −e1 -1 e7 −e6 e5 −e4 e11 −e10 e9 -e8 −e15 e14 −e13 e12

e4 e4 −e5 −e6 -e7 -1 e1 e2 e3 e12 e13 e14 e15 −e8 −e9 −e10 −e11

e5 e5 e4 −e7 e6 -e1 -1 −e3 e2 e13 −e12 e15 −e14 e9 -e8 e11 −e10

e6 e6 e7 e4 −e5 −e2 e3 -1 −e1 e14 −e15 −e12 e13 e10 −e11 -e8 e9

e7 e7 −e6 e5 e4 -e3 −e2 e1 -1 e15 e14 −e13 −e12 e11 e10 −e9 -e8

e8 e8 −e9 −e10 −e11 −e12 −e13 −e14 −e15 -1 e1 e2 e3 e4 e5 e6 e7

e9 e9 e8 −e11 e10 −e13 e12 e15 −e14 −e1 -1 −e3 e2 −e5 e4 e7 −e6

e10 e10 e11 e8 −e9 −e14 −e15 e12 e13 −e2 e3 -1 −e1 −e6 −e7 e4 e5

e11 e11 −e10 e9 e8 −e15 e14 −e13 e12 −e3 −e2 e1 -1 −e7 e6 −e5 e4

e12 e12 e13 e14 e15 e8 −e9 −e10 −e11 −e4 e5 e6 e7 -1 −e1 −e2 −e3

e13 e13 −e12 e15 −e14 e9 e8 e11 −e10 −e5 −e4 e7 −e6 e1 -1 e3 −e2

e14 e14 −e15 −e12 e13 e10 −e11 e8 e9 −e6 −e7 −e4 e5 e2 −e3 -1 e1

e15 e15 e14 −e13 −e12 e11 e10 −e9 e8 −e7 e6 −e5 −e4 e3 e2 −e1 -1
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The inverse FT (27) with eight different single-orthant

operators yields 8 different complex analytic signals. Let us

present only two of them: ψ1 and ψ9:

ψ1 = u− v12 − v13 − v14 − v23 − v24 − v34 + v

+e1 (v1 + v2 + v3 + v4 − v123 − v124 − v134 − v234) ,
(115)

ψ9 = u− v12 − v13 + v14 − v23 + v24 + v34 − v

+ e1 (v1 + v2 + v3 − v4 − v123 + v124 + v134 + v234) .
(116)

The inverse hypercomplex FT (15) yields the following

sedenionic signals:

ψs
1

= u+ e1v1 + e2v2 + e3v12 + e4v3 + e5v13+

+e6v23 + e7v123 + e8v4 + e9v14 + e10v24+

+e11v124 + e12v34 + e13v134 + e14v234 + e15v,

(117)

ψs
9

= u+ e1v1 + e2v2 + e3v12 + e4v3 + e5v13+

+e6v23 + e7v123 − e8v4 − e9v14 − e10v24−

−e11v124 − e12v34 − e13v134 − e14v234 − e15v.

(118)

Let us rewrite signals (115)–(118) as unions of eight com-

plex signals. We have

ψ1 = (u+ e1v1) + (−v12 + e1v2)+

+ (−v13 + e1v3) + (−v23 − e1v123)+

+ (−v14 + e1v4) + (−v24 − e1v124)+

+ (−v34 − e1v134) + (v − e1v234) ,

(119)

ψ9 = (u+ e1v1) + (−v12 + e1v2)+

+ (−v13 + e1v3) + (−v23 − e1v123)+

+ (v14 − e1v4) + (v24 + e1v124)+

+ (v34 + e1v134) + (−v + e1v234) ,

(120)

ψs1 = (u+ e1v1) + (v2 + e1v12) e2 + (v3 + e1v13) e4

(v23 + e1v123) e6 + (v4 + e1v14) e8 + (v24 + e1v124) e10

(v34 + e1v134) e12 + (v234 + e1v) e14,
(121)

ψs9 = (u+ e1v1) + (v2 + e1v12) e2+

+ (v3 + e1v13) e4 + (v23 + e1v123) e6−

− (v4 + e1v14) e8 − (v24 + e1v124) e10−

− (v34 + e1v134) e12 − (v234 + e1v) e14.

(122)

The sedenionic signals ψs1 and ψs9 can be equivalently

represented as unions of two octonionic signals

ψs1 = (u + e1v1 + e2v2 + e3v12 + e4v3 + e5v13+

+e6v23 + e7v123) + (v4 + e1v14 + e2v24+

+e3v124 + e4v34 + e5v134 + e6v234 + e7v) e8,

(123)

ψs9 = (u + e1v1 + e2v2 + e3v12 + e4v3 + e5v13+

+e6v23 + e7v123) − (v4 + e1v14 + e2v24+

+e3v124 + e4v34 + e5v134 + e6v234 + e7v) e8.

(124)

It is known [9, 10] that the polar representation of eight 4-

D analytic complex signals defines 8 amplitudes and 8 phase

functions. We have not tried to find the polar representation of

a sedenionic signal. Most probably, it would be very compli-

cated or even impossible. However, the polar form can be de-

rived for rank-3 signals. Signals ψ1, . . . , ψ15 and ψs1, . . . , ψ
s
15

have all the rank 4. The hypercomplex signal of rank 3 is

ψs1,9 =
ψs1 + ψs9

2
= u+ e1v1 + e2v2+

+e3v12 + e4v3 + e5v13 + e6v23 + e7v123

(125)

and has exactly the same form as the octonionic signal (45).

Therefore, the procedure of calculating of a single amplitude

and seven phase functions in (74) can be applied to (125).

The difference is that here we deal with 4-D functions instead

of 3-D.

10. Conclusions

The presented generalization of the theory of com-

plex/hypercomplex signals can be summarized as follows:

1. The n-D CS and HS with single-orthant spectra are bound-

ary distributions of complex/hypercomplex signals of n-D

complex/hypercomplex analytic functions defined by the

generalized Cauchy integral (1). The definition of the hy-

percomplex analytic function is not unique. It depends on

the choice of the algebra of basis vectors ei. This paper has

shown some advantages of applying of the Cayley-Dickson

algebra for the case n ≥ 3.

2. The n-D CS/HS with single-orthant spectra have the com-

mon form of a convolution of the real signal u(x) with the

complex/hypercomplex delta distribution.

3. In the frequency domain, the CS/HS are defined by the in-

verse complex/hypercomplex FT of a single-orthant spec-

trum.

4. The choice between the complex or hypercomplex repre-

sentation is a matter of convenience in derivations and in-

terpretations. For example, the laws of electromagnetism

can be described using complex or hypercomplex repre-

sentation [28, 29].

5. We defined the notion of lower rank complex/hypercomplex

analytic signals. For example, 3-D signals have the rank

R = 3. The addition of two signals with single octant spec-

tra produces a rank-2 signal with a space quadrant spectral

support.

6. Each step in the derivation of a lower rank signal halves

the number of terms of the analytic signal with no change

of its dimensions. For example, the rank of a sedenionic

signal is R = 4. The signal with R = 3 is a 4-D octonionic

one, with R = 2 – a 4-D quaternionic one and with R = 1
– a 4-D complex signal.

7. We deduced (partly derived) the polar representation of

the octonionic analytic signal. Numerical calculations us-

ing two test signals, a 3-D Gaussian and a sphere, validated

this formula with a difference between the original and re-

constructed signals of the order lower than 10%. However,

the reconstruction using a rank-2 signal has been perfect.

As well, the reconstruction is perfect for a rank-3 separable

Gaussian signal. The formal derivation of the polar form

of an octonion is still an unsolved problem.
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8. As regards possible applications, we should look for them

in the domain of HS in general or in the domain of HS hav-

ing single-orthant spectra. We have found in many math-

ematical and physical publications some applications of

quaternions and octonions and partly sedenions. Name-

ly, the quaternions are used with success in color image

processing and computer graphics. However, we have not

come across any applications of analytic signals presented

in this paper. Therefore, the perspectives of this work in-

clude further research on the applications of analytic com-

plex and hypercomplex n-D signals.

Appendix A

Decomposition of a 3-D real signal into even-odd parts

A 3-D real signal u(x3, x2, x1) may be resolved into a

sum of eight terms

u (x3, x2, x1) = ueee + ueeo + ueoe+

+ueoo + uoee + uoeo + uooe + uooo,
(A1)

where

ueee (·) = 1/16 {u (x3, x2, x1) + u (x3, x2,−x1) +

+u (x3,−x2, x1) + u (x3,−x2,−x1)+

+u (−x3, x2, x1) + u (−x3, x2,−x1)+

+u (−x3,−x2, x1) + u (−x3,−x2, x1)} ,

(A2)

ueeo (·) = 1/16 {u (x3, x2, x1) − u (x3, x2,−x1) +

+u (x3,−x2, x1) − u (x3,−x2,−x1)+

+u (−x3, x2, x1) − u (−x3, x2,−x1)+

+u (−x3,−x2, x1) − u (−x3,−x2, x1)} ,

(A3)

ueoe (·) = 1/16 {u (x3, x2, x1) + u (x3, x2,−x1) −

−u (x3,−x2, x1) − u (x3,−x2,−x1)+

+u (−x3, x2, x1) + u (−x3, x2,−x1)−

−u (−x3,−x2, x1) − u (−x3,−x2, x1)} ,

(A4)

ueoo (·) = 1/16 {u (x3, x2, x1) − u (x3, x2,−x1) −

−u (x3,−x2, x1) + u (x3,−x2,−x1)+

+u (−x3, x2, x1) − u (−x3, x2,−x1)−

−u (−x3,−x2, x1) + u (−x3,−x2, x1)} ,

(A5)

uoee (·) = 1/16 {u (x3, x2, x1) + u (x3, x2,−x1) +

+u (x3,−x2, x1) + u (x3,−x2,−x1)−

−u (−x3, x2, x1) − u (−x3, x2,−x1)−

−u (−x3,−x2, x1) − u (−x3,−x2, x1)} ,

(A6)

uoeo (·) = 1/16 {u (x3, x2, x1) − u (x3, x2,−x1) +

+u (x3,−x2, x1) − u (x3,−x2,−x1)−

−u (−x3, x2, x1) + u (−x3, x2,−x1)−

−u (−x3,−x2, x1) + u (−x3,−x2, x1)} ,

(A7)

uooe (·) = 1/16 {u (x3, x2, x1) + u (x3, x2,−x1) −

−u (x3,−x2, x1) − u (x3,−x2,−x1)−

−u (−x3, x2, x1) − u (−x3, x2,−x1)+

+u (−x3,−x2, x1) + u (−x3,−x2, x1)} ,

(A8)

uooo (·) = 1/16 {u (x3, x2, x1) − u (x3, x2,−x1) −

−u (x3,−x2, x1) + u (x3,−x2,−x1)−

−u (−x3, x2, x1) + u (−x3, x2,−x1)+

+u (−x3,−x2, x1) − u (−x3,−x2, x1)} .

(A9)

Appendix B

The 3-D Gaussian signal

The 3-D Gaussian signal is defined by

u (x3, x2, x1) =

= (2π)
−3/2

|M |
−1/2

exp







−1

2 |M |

3∑

i,j=1

|Mij |xixj






,

(B1)

where

|M | = σ2
1σ

2
2σ

2
3

(
1 + 2ρ12ρ23ρ13 − ρ2

12 − ρ2
23 − ρ2

13

)
,

|M11| =
(
1 − ρ2

23

)
σ2

2σ
2
3 ,

|M22| =
(
1 − ρ2

13

)
σ2

1σ
2
3 ,

|M33| =
(
1 − ρ2

12

)
σ2

1σ
2
2 ,

|M12| = |M21| = σ1σ2σ
2
3 (ρ23ρ13 − ρ12) ,

|M23| = |M32| = σ2
1σ2σ3 (ρ12ρ13 − ρ23)

and

|M13| = |M31| = σ1σ
2
2σ3 (ρ12ρ23 − ρ13) .

The parameters σ2
i , i = 1, 2, 3 are called variances and

ρij , i, j = 1, 2, 3, i 6= j are cross-correlation factors. If all

ρij = 0, we have a 3-D separable Gaussian signal. The Fouri-

er spectrum U (ω3, ω2, ω1), ωi = 2πfi of (B1) is

U (ω3, ω2, ω1)

= exp
[
− 1

2

(
ω2

1σ
2
1 + ω2

2σ
2
2 + ω2

3σ
2
3

)]
·

· exp [− (ω1ω2ρ12σ1σ2 + ω1ω3ρ13σ1σ3 + ω2ω3ρ23σ2σ3)] .
(B2)

Appendix C

Derivation of the formula (27) relating 3-D FT and OFT

A. Formula relating the 3-D FT and the OFT

Let us recall the definition of the 3-D FT given by (13):

U (f3, f2, f1) =

∫

R3

u (x) e−e1α1e−e1α2e−e1α3 d3x, (C1)

where α1 = 2πf1x1, α2 = 2πf2x2, α3 = 2πf3x3, α3 =
2πf3x3 and x = (x3, x2, x1). Let us calculate the sum

1

2
[U (f3, f2, f1) + U (−f3, f2, f1)] =

=

∫

R3

u (x) e−e1α1e−e1α2 (cosα3) d
3x

(C2)

and the difference

1

2
[U (f3, f2, f1) − U (−f3, f2, f1)] =

=

∫

R3

u (x) e−e1α1e−e1α2 (−e1 sinα3) d
3x.

(C3)
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Multiplying (C3) from the right by (−e5) and applying

the multiplication rules from Table 1, we get

1

2
[U (f3, f2, f1) − U (−f3, f2, f1)] (−e5) =

=

∫

R3

u (x) e−e1α1e−e1α2 (−e4 sinα3) d
3x.

(C4)

Now adding (C2) and (C4) we obtain

1

2
U (f3, f2, f1) (1 − e5)+

+
1

2
U (−f3, f2, f1) (1 + e5) =

=

∫

R3

u (x) e−e1α1e−e1α2e−e4α3 d3x.

(C5)

To simplify the notation, let us introduce

V (f3, f2, f1) =
1

2
U (f3, f2, f1) (1 − e5) +

+
1

2
U (−f3, f2, f1) (1 + e5)

(C6)

and calculate once again two sums

1

2
[V (f3, f2, f1) + V (f3,−f2, f1)] =

=

∫

R3

u (x) e−e1α1 (cosα2) e−e4α3 d3x,
(C7)

1

2
[V (f3, f2, f1) − V (f3,−f2, f1)] =

=

∫

R3

u (x) e−e1α1 (−e1 sinα2) e−e4α3 d3x.
(C8)

We notice in (C8) that the multiplication of

e−e1α1 (−e1 sinα2) e−e4α3 from the right by (−e3) is equiv-

alent to ee1α1 (e1e3 sinα2) ee4α3 , and in consequence we

obtain

1

2
[V (f3, f2, f1) − V (f3,−f2, f1)] e3 =

=

∫

R3

u (x) e−e1α1 (−e2 sinα2) ee4α3 d3x.
(C9)

Now, we add (C7) and (C9):

1

2
[V (f3, f2, f1) + V (f3,−f2, f1)]+

+
1

2
[V (f3, f2, f1) − V (f3,−f2, f1)] e3 =

=

∫

R3

u (x) e−e1α1e−e2α2e−e4α3 d3x.

(C10)

Finally, from (C6) and (C10) we get the formula (27).

OFT (f3, f2, f1) =

=
1

4
{Uc (f3, f2, f1) (1 − e5)+

+Uc (−f3, f2, f1) (1 + e5)+

+Uc (f3,−f2, f1) (1 − e5)+

+Uc (−f3,−f2, f1) (1 + e5)}+

+
1

4
e3 { Uc (f3, f2,−f1) (1 − e5)+

+Uc (−f3, f2,−f1) (1 + e5)−

−Uc (f3,−f2,−f1) (1 − e5) −

−Uc (−f3,−f2,−f1) (1 + e5)} .

(C11)

Appendix D

Relations between 2-D analytic quaternionic

and complex signals

Let us recall the phase functions of the analytic 2-D CS

given by (56) and (57): tanϕ1 (x2, x1) = (v1 + v2)/(u− v),
tanϕ3 (x2, x1) = (v1 − v2)/(u+ v). The addition of (56)

and (57) yields

tanϕ1 + tanϕ3 =
v1 + v2
u− v

+
v1 − v2
u+ v

=

=
2 (v1u+ v2v)

u2 − v2

(D1)

and the subtraction

tanϕ1 − tanϕ3 =
v1 + v2
u− v

−
v1 − v2
u+ v

=

=
2 (v1v + v2u)

u2 − v2
.

(D2)

From (60)–(62) it is known that the quaternionic phase

functions φq1, φq2, φq3 are defined by

tan 2φq1 =
2 (v2v + uv1)

u2 − v2
1 + v2

2 − v2
, (D3)

tan 2φq2 =
2 (v1v + uv2)

u2 + v2
1 − v2

2 − v2
, (D4)

sin 2φq3 =
2 (uv − v1v2)

u2 + v2
1 + v2

2 + v2
. (D5)

Introducing (D1) into (D3) we get

tan 2φq1 =
2 (v2v + uv1)

u2 − v2
1 + v2

2 − v2
=

=
(tanϕ1 + tanϕ3)

(
u2 − v2

)

(u2 − v2)

(

1 −
v2
1 − v2

2

u2 − v2

) =

=
tanϕ1 + tanϕ3

1 −
(v1 + v2)

u− v
(v1−v2)
u+v

=

=
tanϕ1 + tanϕ3

1 − tanϕ1 tanϕ3
.

(D6)
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In (D6) we recognize:

tan (α+ β) =
tanα+ tanβ

1 − tanα tanβ

and finally we get

2φq1 = ϕ1 + ϕ3. (D7)

Analogously, from (D2) and (D4) we have

tan 2φq2 =
tanϕ1 − tanϕ3

1 −
(v1 + v2)

u− v

(v1 − v2)

u+ v

=

=
tanϕ1 − tanϕ3

1 + tanϕ1 tanϕ3

(D8)

and 2φq2 = ϕ1 − ϕ3.

Formulas (D7) and (D9) confirm relations (65) and (66):

ϕ1 = 1
2 (φq1 + φq2) and ϕ3 = 1

2 (φq1 − φq2). The relation (D5)

is trivial to prove by adding and subtracting (54) and (55).

Using (59), we have

A2
1 +A2

3 = 2
(
u2 + v2

1 + v2
2 + v2

)
= 2A2

0, (D10)

A2
1 −A2

3 = 2 (uv − v1v2) (D11)

which prove the relation (D5).

Appendix E

Formidable algebraic representation of the tangent of

a sum of four angles defined by the polar form of 3-D

complex analytic signals

Consider the Eq. (76) written here again

φo1 = (ϕ1 + ϕ3 + ϕ5 + ϕ7)/4. (E1)

The four angles are defined by the polar form of four 3-D

complex analytic signals given by (36)–(39). We have

tanϕ1 =
v1 + v2 + v3 − v

u− v12 − v13 − v23
=
N1

D1
, (E2)

tanϕ3 =
v1 + v2 − v3 + v

u− v12 + v13 + v23
=
N3

D3
, (E3)

tanϕ5 =
v1 − v2 + v3 + v

u+ v12 − v13 + v23
=
N5

D5
, (E4)

tanϕ1 =
v1 + v2 + v3 − v

u− v12 − v13 − v23
=
N1

D1
. (E5)

The tangent of a sum of four angles is

tan (ϕ1 + ϕ3 + ϕ5 + ϕ7) =

=

tanϕ1 + tanϕ3

1 − tanϕ1 tanϕ3
+

tanϕ5 + tanϕ7

1 − tanϕ5 tanϕ7

1 −
tanϕ1 + tanϕ3

1 − tanϕ1 tanϕ3
·

tanϕ5 + tanϕ7

1 − tanϕ5 tanϕ7

.
(E6)

The insertion of (E2)–(E5) into (E6) yields after arrange-

ment of terms a formidable algebraic expression in the form

of a quotient of a nominator and denominator each being a

sum of a big number of terms, each term in the form of a

product of four terms defined by nominators and denomina-

tors in (E2) to (E5). This shows how complicated could be

the eventual matrix representation of the seven phase angles

in (75).

Appendix F

The sphere and its 3-D spectrum

The sphere is a spherically symmetric function

u (r) = 0.5 − 0.5sgn (r − r1) . (F1)

Its Fourier transform is

U (ω) =
4π

ρ3
[sin (r1ρ) − r1ρ cos (r1ρ)] , (F2)

where ρ = ‖ω‖ [30].
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